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Abstract: This chapter applies the theory of Bayesian logistic regression to the problem of 
inducing a classification rule. The chapter first describes the classification rule as 
a decision to link or not to link two records in different databases in the absence 
of a common identifier. When a training data set of classified cases is available, 
developing a rule is easy; this chapter expands the application of the technique to 
situations where a training data set of classified cases is not available. The steps 
are conceptually simple:first fit a logistic regression with latent dependent 
variable using Bayesian methods, then use the parameter estimates from the best 
fitting model to derive the equivalent record linkage rule. This chapter first 
describes the application area of record linkage, followed by a description of  the 
Fellegi-Sunter model of record linkage. The chapter then shows how to estimate 
the appropriate Bayesian generalized linear model with latent classes, and, using 
the posterior kernels, determine the final decision rule.  
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