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Successfully integrating cloud storage as a primary storage layer in the I/O stack is highly challenging. This is
essentially due to two inherent critical issues: the high and variant cloud I/O latency and the per-I/O pricing
model of cloud storage. In order to minimize the associated latency and monetary cost with cloud I/Os, caching
is a crucial technology, as it directly influences how frequently the client has to communicate with the cloud.
Unfortunately, current cloud caching schemes are mostly designed to optimize miss reduction as the sole
objective and only focus on improving system performance, while ignoring the fact that various cache misses
could have completely distinct effects in terms of latency and monetary cost.

In this paper, we present a cost-aware caching scheme, called GDS-LC, which is highly optimized for
cloud storage caching. Different from traditional caching schemes that merely focus on improving cache
hit ratios and the classic cost-aware schemes that can only achieve a single optimization target, GDS-LC
scheme offers a comprehensive cache design by considering not only the access locality but also the object
size, associated latency and price, aiming at enhancing user experience with cloud storage from two aspects:
access latency and monetary cost. To achieve this, GDS-LC virtually partitions the cache space into two
regions: the high-priority region is latency-aware, and the low-priority is price-aware. Each region is managed
by a cost-aware caching scheme, which is based on GreedyDual-Size (GDS) and designed for cloud storage
scenario by adopting clean-dirty differentiation and latency normalization. The GDS-LC framework is highly
flexible, and we present a further enhanced algorithm, called GDS-LCF, by incorporating access frequency in
caching decisions. We have built a prototype to emulate a typical cloud client cache and evaluate the GDS-LC
and GDS-LCF schemes with Amazon Simple Storage Services (S3) in three different scenarios: local cloud,
Internet cloud, and heterogeneous cloud. Our experimental results show that our caching schemes can effectively
achieve both optimization goals: low access latency and low monetary cost. We hope this work can inspire the
community to reconsider the cache design in the cloud environment, especially for the purpose of integrating
cloud storage into current storage stack as a primary layer.
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1 INTRODUCTION
Cloud storage (e.g., Amazon S3 and Dropbox) is becoming increasingly popular. As a cloud-based
service, cloud storage allows users to store data in the service provider’s data centers and access
data via the network using an HTTP-based protocol. Such a new storage model provides a platform-
independent storage abstraction and enables a set of highly desirable technical merits to end users,
such as efficiency, elasticity, and flexibility. Despite these benefits, integrating cloud storage truly
as a primary storage layer in computer systems still remains highly challenging. This is due to two
critical issues inherent in cloud storage systems.

First, cloud I/Os suffer high and variant latencies. An essential weakness of cloud storage is the
slow, unstable, and sometimes expensive network connection between the client and the cloud.
If we consider a coast-to-coast connection, dozens of network components could be involved
and each contributes a non-trivial delay. As a cloud I/O may travel an excessively long distance
(e.g., thousands of miles) to the service provider’s data center, a cloud storage I/O latency could
be hundreds of milliseconds or even higher. In contrast, local storage, even spinning disks, can
easily complete an I/O in several milliseconds. Such a 100x longer I/O latency is intolerably slow
for interactive operations. Even worse, as the latency is highly dependent on the client-to-cloud
distance, the latencies could be highly variant depending on where the data are stored and where
the data are accessed. In heterogeneous cloud systems where data are stored in multiple distant
data centers, such a situation is even more complex. As so, directly using cloud storage as a primary
storage without proper optimization could incur high I/O latencies and cannot provide satisfactory
user experience for practical use.

Second, cloud storage adopts an unconventional pricing model, which is usage-based. The pricing
of cloud storage is normally a combination of three components: storage cost, which is based on
the amount of data stored in the cloud; request cost, which is based on the number of I/O requests
(e.g., GET and PUT) issued to the cloud; data transfer cost, which is based on the volume of actual
data transfer out from the cloud. With such a pricing model, each cloud storage I/O is associated
with certain amount of monetary cost, and thus the user’s I/O activities would directly impact the
operation cost. This is completely different from conventional storage, which is typically priced
based on capacity and only involves a one-time expense for the initial installation. As so, the
monetary cost of I/Os during runtime is not an issue with conventional storage but a must-have
consideration with cloud storage. Without appropriate optimization, naïvely using cloud storage as
a primary storage may incur undesirable economic loss.
Caching is a classic technique to address the above-said two issues. By using local storage to

temporarily reserve a copy of the most “valuable” data, most I/O requests can be served locally,
so that we can effectively reduce the I/O requests issued to the cloud and consequently lower
both the access latency and monetary cost for using cloud storage services. Unfortunately, current
caching schemes are sub-optimal in the cloud environment. Despite being widely adopted in
cloud-based storage systems (e.g., BlueSky [71] and S3FS [63]), conventional caching schemes,
such as Least Recently Used (LRU), can only exploit the access pattern (e.g., temporal locality) of
the workloads and do not have the capability of differentiating the miss penalties associated with
different objects. Cost-aware caching schemes, such as GreedyDual-Size (GDS) [14], are able to
make caching decisions based on both temporal locality and other factors, including object size
and access cost. However, they can only focus on minimizing one target (generally access latency)
and thus cannot satisfy the requirements of minimizing both access latency and monetary cost,
requiring further optimization in the cloud environment.

In this paper, we present a caching scheme for cloud storage, called GDS-LC, aiming to enhance
user experience with cloud storage from two aspects: access latency and monetary cost. The key
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idea of GDS-LC is to label each cloud storage object by their value, in terms of the access locality,
object size, retrieving latency and monetary cost from the cloud, and offer high priority to protect
the high-value objects in the client cache while aggressively evicting the low-value objects (i.e., the
objects accessing which incurs relatively low latency and cost). To achieve this, GDS-LC virtually
partitions the cache space into two regions: a high-priority latency-aware region, and a low-priority
price-aware region. Each region is managed by a cost-aware caching algorithm, which is based
on GreedyDual-Size (GDS) [14] and designed for cloud storage scenario by adopting clean-dirty
differentiation and latency normalization. The objects of high locality and high value in terms
of latency and price are identified for being kept in the cache, which allows us to reshape the
cloud I/O streams to the desired low-latency and low-cost pattern. With such a two-region design,
GDS-LC well balances several key factors for cloud storage caching, namely locality, size, latency,
and price, which helps improve overall system performance and cost. Our solution can also be
flexibly extended by considering other factors for caching. For example, by incorporating frequency
in the caching decision, we further present a scheme called GDS-LCF, which gives a relatively high
caching priority to frequently accessed objects.
To evaluate the effectiveness and efficiency of the caching schemes, we have built a prototype

to emulate a typical cloud client cache. We choose Amazon Simple Storage Services (S3), one of
the most popular cloud storage service providers, as the target cloud. Considering the diversity
of the use cases of cloud storage, we set up three different working scenarios: local cloud, Internet
cloud, and heterogeneous cloud, which feature different access latencies and pricing models. The
experimental results show that compared with traditional caching schemes that solely focus on
locality and the classic cost-aware caching schemes that can only achieve a single optimization
target, our caching schemes can successfully achieve both optimization goals: low access latency
and low monetary cost. We hope this work can inspire the community to reconsider the cache
design in the cloud environment, especially for the purpose of integrating cloud storage into current
storage stack as a primary layer.

The rest of the paper is organized as follows. Section 2 gives the background. Section 3 analyzes
the challenges of making an effective caching design in the cloud environment. Section 4 describes
the design of our caching schemes. Section 5 gives the experimental evaluation. Section 6 presents
other related work. The last section concludes this paper.

2 BACKGROUND
In this section, we briefly introduce the two components of cloud storage, cloud storage services
and client applications, and also describe the classic cost-aware caching scheme GreedyDual-Size
(GDS) [14].

2.1 Cloud Storage Services
Cloud storage can provide efficient object-based storage services. The basic data unit is an object,
which is conceptually similar to a file in file systems. An object can carry certain metadata in
the form of key/value pairs. Objects are generally organized into logical groups, called bucket or
container. A bucket is akin to a directory in file systems, but buckets cannot be nested, meaning
that the namespace is a flat one-level structure. To provide high guarantee of reliability and
availability, the objects can be further distributed to different geographic regions. With such an
organization, an object can be referred to via a URL, similar to a web link. The URL generally
consists of the service domain name (or IP address), bucket name, and object name. For example,
https://s3-us-west-2.amazonaws.com/foo_bucket/foo refers to a cloud storage object foo,
which is in the bucket foo_bucket and located in the data centers of Amazon S3 in US-West region
(Oregon) s3-us-west-2.amazonaws.com.

ACM Transactions on Storage, Vol. 13, No. 4, Article 1. Publication date: January 2017.



1:4 B. Hou and F. Chen

Typically cloud storage service providers provide an HTTP-based Representational State Transfer
(REST) interface for accessing cloud storage objects. Two important operations are PUT (uploading)
and GET (downloading), which are akin to write and read in file operations. The APIs also provide
DELETE, HEAD, and POST to allow users to remove objects, retrieve and change object metadata. For
each operation, the target URL must be presented to specify the target in the cloud storage.

2.2 Cloud Storage Clients
Cloud storage services typically provide a POSIX-like interface to client applications, allowing
end users to access cloud storage in a way similar to accessing local file systems. Under the hood,
the client application translates the file system level read and write to cloud storage GET and
PUT requests. To reduce the I/O traffic to the cloud, there are two typical ways to enhance user
experience: syncing and caching.

Fig. 1. Client-side caching for cloud storage.

With the syncing approach, the client needs to mirror a complete copy of the cloud storage data
in local devices. A syncer thread monitors the changes made to the local copies and periodically
flushes the changes back to the on-cloud repository. The merit of such a syncing approach is its
simplicity. Almost all read I/Os can be satisfied locally, but it demands a large amount of local
storage space to manage the entire data set. Essentially, the role of the cloud storage in the syncing
mode is more like a secondary storage. In practice, this approach is often adopted by personal cloud
storage (e.g., Dropbox [24], Google Drive [29], OneDrive [51]) to provide data services, such as
sync-and-share, collaborative editing, data recovery, or data archiving.
The second approach is caching, which only maintains the most important data in local cache,

and only cache misses result in on-demand cloud I/Os. Such an approach is sophisticated but
potentially could result in more cloud I/O activities, therefore a well-designed caching policy is
the key to its success. Currently, the caching mode is adopted by some open-source clients and in
academic studies, such as RFS [21], S3FS [63], S3Backer [62], BlueSky [71], and SCFS [9]. Almost
all these systems use an LRU-based replacement for managing the cloud storage cache, which is
unfortunately sub-optimal for latency and cost considerations.
In this paper, we are particularly interested in integrating cloud storage as a primary storage

layer to serve I/O-intensive workloads with the caching approach. Figure 1 illustrates the client-side
caching for cloud storage. In practice, a client cache can be not only a local storage device but also
a client-side gateway or proxy.
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2.3 GreedyDual-Size (GDS)
GreedyDual-Size (GDS) is a classic cost-aware caching replacement scheme and has been proven to
be online-optimal [14]. It is an extension of a simple but efficient algorithm called GreedyDual [75].
GreedyDual-Size (GDS) makes the replacement decision by leveraging the recency, size, and the
fetching cost of cached documents.

0 Initialize L = 0.
1 For processing each requested document p:
2
3 if p is already in memory,
4 H(p) = L + Cost(p)/Size(p).
5
6 if p is not in memory,
7 while there is not enough room in memory for p,
8 Let L = min H
9 Evict q such that H(q) = L.
10 Bring p into memory and set H(p) = L + Cost(p)/Size(p)

Fig. 2. GreedyDual-Size (GDS) algorithm [14].

Figure 2 illustrates the algorithm of GreedyDual-Size (GDS) [14]. In this algorithm, each document
is associated with a value, H (line 4, line 10), to determine the caching priority of an object: when a
cache replacement happens, the document with the minimum H value will be evicted (line 8-9).
The H value is a sum of two components (line 4, line 10). The first component is a global value
L (line 0, line 8), which is used to incorporate the recency into the cost function by tracking the
minimum H value (line 8). Since the document with the minimum H value is always selected for
eviction (line 8-9), the L value keeps inflating. Consequently, a more recently accessed document
has a larger L value and thus potentially has a larger H value, tending to have a higher chance of
staying in cache. The second component is the value of cost

size , which represents the considerations
of cost and size by calculating the average cost per size unit. As such, GreedyDual-Size (GDS) is
able to integrate the three factors (including recency, cost, and size in making a caching decision)
to minimize the overall fetching cost.
The GreedyDual-Size (GDS) algorithm was originally designed for web caching. Variants of

GreedyDual-Size (GDS) have also been proven to be efficient in other working scenarios, such as
page cache [40] and key-value stores [44]. In this paper, we present a caching scheme based on
GreedyDual-Size (GDS) to optimize user experience in terms of both access latency and monetary
cost for cloud storage caching.

3 CACHING ISSUES
3.1 Challenges
To make a caching scheme effectively achieve two optimization targets is non-trivial. In cloud
storage scenario, we have to consider at least three critical factors for optimization: locality, latency,
and price. Locality represents on the time axis how likely an object will be reaccessed in the future.
The better locality is, the longer the object should stay in cache. Latency specifies how much time
is needed to complete one cloud I/O request, such as PUT or GET. The longer the latency is, the
more performance impact would be perceived by the user, as the user has to wait for the object to
be retrieved from the cloud, which directly influences user experience. Price is the monetary cost
that a user has to pay for completing one cloud I/O. It is determined by the pricing model of the
cloud storage service provider.
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What makes the caching decision complicated is that, though related, the above-said components
are orthogonal to each other. For example, a high-latency object may not be an object that will
soon be accessed (weak locality), and a high-cost object may not raise a high latency for accessing
(e.g., an object in a more distant data center is cheaper to retrieve). How to address these situations
is challenging. A well-designed caching policy must consider and balance all the factors to identify
the object that will incur the lowest penalty if being chosen to be evicted as the victim. A cost-aware
caching can indirectly reshape future cloud I/Os, and the ideal situation is that we only see a small
number of low-latency and low-price cloud I/Os.

3.2 Revisiting GreedyDual-Size (GDS) in Cloud Storage
As a typical cost-aware caching scheme, GreedyDual-Size (GDS) has considered both recency and
other factors including file size and the fetching cost (see Section 2.3). However, GDS is difficult to
be directly used in the cloud environment for several reasons.
First, the original GreedyDual-Size (GDS) can only optimize for one cost target. Cloud storage

users are highly sensitive to both performance and monetary cost, especially for running I/O
intensive workloads. Unfortunately, these two optimization goals are orthogonal, thus directly
combining these two optimization dimensions together as a single numeric value lacks a concrete
semantic basis. A straightforward method, for example, is to set the weighted average value of the
two optimization targets as a combined cost. However, this method is based on the assumption that
access latency and monetary cost are exchangeable and can be directly compared (i.e., 1 second
= 1 dollar), which is not semantically meaningful. Also, the diversity of working scenarios and
pricing models further complicates the selection of the weights. Therefore, the method of using a
single value as the combined cost is sub-optimal. In this paper, to achieve two optimization goals,
we adopt a two-region design, in which each region focuses on minimizing one cost target (see
Section 4.1).
Second, unlike storage I/Os in traditional web systems, in which the web pages are frequently

read and rarely modified, storage I/Os in the cloud environment are bi-directional, meaning that
the data can be not only frequently read (downloaded) but also frequently written (uploaded).
The problem of directly using the cost function of the original GreedyDual-Size (GDS) algorithm
designed for web caching is that it simply defines the cost as the penalties of fetching objects and
ignores the cost differences of clean objects and dirty objects. Using cloud storage as a primary
storage, an object can be both read (downloaded) or written (uploaded), and consequently, the
cost of evicting clean objects and dirty objects can be different in cache management—evicting a
dirty object incurs a high on-demand uploading latency, in addition to the downloading latency of
fetching the object upon a related cache miss. Considering this, we define the cost as the penalties
of evicting an object, including the cost of downloading the object and the cost of uploading for
dirty objects (see Section 4.2).

Third, assessing the access cost of cloud storage should also consider several cloud environment
issues. For example, the access time could fluctuate due to many real-time factors (e.g., network
conditions). The variance of access latency may degrade the efficiency of cost-aware caching and
thus has to be well considered. To address this issue, we adopt an adaptive normalization approach
(see Section 4.2).

4 DESIGN OF GDS-LC
In this section, we present the design of GDS-LC, which exploits locality, size, latency, and price to
improve caching efficiency, aiming to minimize both access latency and monetary cost. We first
describe the basic cache design of GDS-LC, and then present GDS-LCF, which is an enhanced
version of GDS-LC by introducing frequency into caching decisions.
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4.1 Cache Space Management
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(2) a victim object demoted 
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from the price region
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Fig. 3. The two-region structure for caching.

To achieve both optimization goals in terms of access latency and monetary cost, in the design
of GDS-LC, we adopt a two-region design: each region is managed with a dedicated cost-aware
caching scheme to achieve a specific optimization target (either low access latency or low monetary
cost), respectively; objects are migrated between the two regions, and the low-locality, low-latency,
and low-cost ones will be finally evicted from the local cache.

Cache Partitioning. As shown in Figure 3, GDS-LC logically splits the cache space into two
regions: a performance region and a price region. The performance region is a high-priority region,
which is reserved to contain performance-critical objects, i.e., hot objects that are to be reaccessed
shortly and have long access latencies. The cost region is a low-priority region, which contains
relatively cold objects with a weaker locality but a higher monetary cost. The two regions adopt
two different replacement algorithms: GDS-Latency and GDS-Cost, which focus on the latency and
price goals respectively. Particularly, when considering the cost, we focus on cost per size unit by
using latency/size and price/size, which is based on GreedyDual-Size (GDS) (see Section 4.2).
The main reason for such a two-region design is two-fold: First, separating objects into two

regions allows us to apply different caching replacement algorithms for the management rather
than blending all the factors in a meaningless numeric value. Second, we can flexibly give different
priorities to different optimization goals. Considering the excessively long access latency to the
cloud is a critical concern for most users, in our design we regard performance as more important
than monetary cost, and thus give a higher priority to performance by setting the performance
region as a top region. In practice, high priority can also be given to the monetary concern by
setting the price region as the top region.

It is worth noting that GDS-LC adopts “logical” partitioning, which means that it is unnecessary
to physically partition the cache space, and we simply keep track of the actual space occupied
by the objects in each region. For the partition sizes, we adopt a scheme similar to the memory
management in the Linux kernel by reserving one third of the total client cache space for the
performance region, and the rest is reserved for the price region. Theoretically, such a cache
partitioning can be dynamically tuned. In our experiments, we find the ratio 1:2 works very
well across all the workloads in our test. We will further discuss the impact of different caching
partitioning ratios in Section 5.3.

Object Migration. Figure 4 shows the algorithm of object migration between the two regions.
Initially, an object is admitted into the performance region (line 23-31). If the performance region
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0 /* Procedure is invoked upon a reference to object b */
1 reference_object (b)
2 {
3 if b is in cache { /* hit in cache */
4 if b is in performance region
5 hit_object_in_region(b, performance)
6 else {
7 remove_object_from_region(b, price)
8
9 /* if no space in performance region,
10 demote some objects to price region*/
11
12 while (b.size > performance.free_space)i{
13 a = evict_object_from_region(performance)
14 /* if no enough space in price region,
15 evict some objects*/
16 while (a.size > price.free_space)
17 evict_object_from_region(price)
18 add_object_to_region(a, price)
19 }
20 add_object_to_region(b, performance)
21 }
22 } else { /* miss in cache*/
23 download b from the cloud storage
24
25 while (b.size > performance.free_space){
26 a = evict_object_from_region(performance)
27 while (a.size > price.free_space)
28 evict_object_from_region(price)
29 add_object_to_region(a, price)
30 }
31 add_object_to_region(b, performance)
32 }
33 }

Fig. 4. Algorithm of migrating objects between regions.

has available space, the object will be added into the performance region (line 31). If the performance
region has insufficient space, we need to run the GDS-Latency algorithm (see Section 4.2) to move
one or multiple low-latency objects to the price region to accommodate the new object (line 25-30).
In this process, the object with the weakest locality and the smallest latency will be demoted (line
26). If there is insufficient space in the price region, by running GDS-Cost (see Section 4.2), we
further evict low-cost objects from the price region and reclaim enough partition space (line 27-28).

A second access to an object in the price region will promote it into the high-priority performance
region (line 6-21), since the object has proven itself to have high temporal locality. If the performance
region has available space, the object is added into the region (line 20); otherwise, we have to evict
one or multiple objects from the performance region and demote them into the lower-priority price
region (line 12-19).
As illustrated above, in the two-region design, each cost-aware caching scheme works like a

filter: GDS-Latency filters out the low-latency objects, and GDS-Cost filters out the low-cost objects,
and the migration gives a high caching priority to high-locality objects. Therefore, the low-locality,
low-latency, and low-cost objects will be first evicted from the local cache.
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4.2 Cost-aware Caching Replacement
As described above, we split the client cache space into two regions, each of which adopts a cost-
aware replacement algorithm, i.e., GDS-Latency and GDS-Cost, to identify the victim objects for
eviction. Both GDS-Latency and GDS-Cost are based on GreedyDual-Size (GDS) but use a carefully
designed cost function. Namely, we calculate the value of an object in each region by applying
corresponding cost functions to the equation of GDS: H (obj ) = Lr eдion +Cost (obj )/Size (obj ) (see
Section 2.3 for details). In this section, we discuss the latency function used in GDS-Latency and the
price function used in GDS-Cost.

4.2.1 Latency Function. Compared to the latency function used in the original GreedyDual-Size
(GDS) [14], our latency function has two particular considerations: clean-dirty differentiation and
adaptive normalization.

Clean-dirty differentiation. For evicting a clean object, we set the cost to be the latency of
downloading the object from the cloud, which is similar to the original GreedyDual-Size (GDS) [14].
The difference is that for evicting a dirty object, we set the cost to be the sum of the latency of
downloading the object and the latency of uploading it to the cloud. This is motivated by the fact
that dirty objects have to be synchronized to the cloud before being discarded. Therefore, in addition
to the miss penalty (i.e., the downloading latency caused by a cache miss), the cost of evicting
a dirty object should also include the uploading latency. Such a clean-dirty differentiation gives
relatively higher values to dirty objects and is thus helpful to reduce the on-demand uploading
latencies experienced by the users.

Adaptive normalization. To evaluate the cost in terms of latency, we can measure the access
latency online and correspondingly calculate the cost associated with each object. However, due
to the possible variance of network performance and the speed of cloud servers, the latency of
uploading/downloading an object from the cloud may not be constant. The latency variance may
lead to inaccurate cost evaluations and thus deteriorate the efficiency of latency-aware caching.
The rationale behind the latency-aware caching scheme is that the miss penalty of an object

is the time used to download the object (i.e., downloading latency) when the evicted object is
retrieved again. When the downloading latency fluctuates, the latency-aware caching schemes
will make inaccurate cost estimations. For example, if downloading an object A needs 0.4 second,
the latency-aware caching scheme will take 0.4 second as the miss penalty of evicting object A.
However, downloading object A from the cloud upon a cache miss may take a shorter (e.g., 0.36
second) or longer time (e.g., 0.42 second). In other words, the real cache miss penalty may be lower
or higher than evaluated, leading to a mistaken selection of victim objects.
To alleviate this problem, we normalize the latency (including both the download latency and

upload latency) by dividing it by a normalization factor and rounding the result up to an integer.
Specifically, the latencies that are no larger than the normalization factor will be normalized to 1;
otherwise, they will be normalized to the nearest integers. For example, if we set the normalization
factor as 0.2 second, the absolute values of the latencies (e.g., 0.36, 0.4, and 0.42) are normalized to
the same value, i.e., 2. Although the interference of latency variance cannot be completely avoided,
with the normalization approach, we can allow the algorithm to tolerate certain variance of access
latencies in a small range, and in the meantime, still retain the capability of differentiating high-cost
and low-cost objects with a reasonable resolution.
It is also worth noting that a normalization factor with a fixed absolute value cannot fit all

scenarios in the real world. With an excessively small normalization factor, the negative effects of
the variance of access latencies cannot be effectively reduced. On the other hand, an excessively
large normalization factor may weaken the capability of differentiating distinct costs of objects. In
our experiments, we set an adaptive normalization factor based on the Round Trip Time (RTT)
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between the client and the cloud. Specifically, we set the normalization factor to be multiple times
of RTT. If the client simultaneously connects with multiple clouds located in different geographic
locations, we set the normalization factor to be multiple times of RTTmin (i.e., the minimum RTT).
The normalization factor can be tuned under different working scenarios. We will further study the
impact of normalization in Section 5.4.

4.2.2 Price Function. Due to its service nature, each cloud I/O takes certain amount of monetary
cost. Based on the service provider’s current pricing model, it includes three components: storage
cost, request cost, and data transfer cost. Since the storage cost is based on the total size of all
the objects stored on the cloud, it is not related to the real-time accesses. The price of a cloud I/O
includes two latter components: the request cost and data transfer cost.
Specifically, for downloading an object, the price is the sum of the cost of a GET request and

the cost of transferring data out from the cloud; for uploading an object, since most cloud storage
service providers do not charge data transfer cost for uploading, the price of uploading an object
equals the cost of a PUT request. Similar to the latency function, we also differentiate the monetary
cost of evicting a clean object and a dirty object; that is, we set the monetary cost of evicting a
clean object to be the price of downloading the object and set the monetary cost of evicting a dirty
object to be the sum of the uploading price and the downloading price.
It is worth noting that the pricing model of a cloud storage service provider is not always

constant, and different cloud storage service providers or even different data centers of the same
cloud storage service provider can price differently. When the service provider’s pricing model
changes, this price function should be updated as well.

4.3 Further Enhancement
The GDS-LC caching framework is highly flexible. It can be easily extended to include additional
factors to make caching decisions. In this section, we introduce a further enhancement to GDS-LC
by including the consideration of access frequency into the cache replacement.
In GDS-LC, the two regions adopt two caching schemes: GDS-Latency and GDS-Cost, where

the H value (used to determine the caching priority) is updated when the object is admitted into
the cache (see Section 4.2). Both approaches do not effectively reflect how frequently an object is
referenced while it is resident in cache. As a further enhancement, we propose the second method
to incorporate the frequency information into the calculation of the object values. We call the
frequency-version of GDS-LC as GDS-LCF. Correspondingly, we call the frequency-version of
GDS-Latency as GDS-LF and the frequency-version of GDS-Cost as GDS-CF.
By incorporating frequency into the equation used in each region (see Section 4.2), we get a

new equation for GDS-LF and GDS-CF to calculate the value of an object (e.g., obj): H (obj ) =
Lr eдion +Cost (obj ) × Freq(obj )/Size (obj ), in which Freq(obj ) refers to the approximation function
of frequency. Determining a proper approximation function of frequency, i.e., Freq(obj ), is an
important issue, since it may affect the caching efficiency substantially [49]. Frequently accessed
objects are important even if not recently accessed. Some caching algorithms count at most two
most recent references to each cache page (e.g., ARC [49], LRU-2 [56]). Similarly, we set Freq(obj )
to not become greater than two and four for the top and bottom regions, respectively.

Specifically, we associate each object with a counter, which is incremented by one upon an access
to the object and stays unchanged when the object is demoted. Freq(obj ) is updated as follow: (1)
For an object in the top region, Freq(obj ) is set to two if the counter is larger than two; otherwise,
Freq(obj ) is set to the value of the counter. (2) For an object in the bottom region, Freq(obj ) is set
to four if the counter is larger than four; otherwise, Freq(obj ) is set to the value of the counter.
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With such an approximation, we can effectively avoid the possible situation that frequency
outweighs other factors in the extreme cases. Our experiments show that our approximation
function works satisfactorily. It is also worth noting that GDS-LCF incurs trivial overhead. For
cost-aware caching, such as GDS and GDS-LC, the most important metadata of the cached objects
is maintained locally (e.g., the retrieval path, the latest modified time, the state indicating whether
it is clean or dirty). Comparatively, GDS-LCF adds only one additional counter, which increases
negligible time and space overhead.

5 PERFORMANCE EVALUATION
5.1 Experimental Methodology and Environment
5.1.1 Trace-driven Emulation. In order to evaluate our proposed caching schemes, we have

developed a prototype to emulate a cloud storage cache manager. Our emulation simulates a typical
cloud storage client cache, which leverages a specified amount of local storage space as cache for
cloud storage. I/O accesses that cannot be satisfied in the local cache will be converted into PUT
or GET requests to the cloud storage. For each request, we recorded the execution information
including the request type, the end-to-end completion time, and whether it is a cache hit. This
information can be used to calculate the hit ratio, average latency, and monetary cost of each run
of the experiments (see Section 5.1.4 for the methodology of result reporting in our experiments).

Trace Service Type Total Unique Object Size PUT Requests GET requests

Clark Web 164 MB 645 229,233
Netfs Filesystem 707 MB 594,433 135,949
Media Multi-media 1,294 MB 0 166,366

Table 1. Trace characteristics.
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Fig. 5. CDF of object sizes.

Considering web services, file system services (e.g., S3FS [63], BlueSky [71], Tombolo [74], and
SCFS [9]), and multimedia services (e.g., Netflix is deployed on Amazon S3 [4], and Spotify has
moved to Google Cloud [37]) are popular and typical services using cloud storage as a primary
storage, we selected three representative workloads in the experiments: Clark, Netfs, and Media.
The details of the traces are shown in Table 1. Figure 5 shows the distributions of object sizes.
• Clark is a web trace [19], which accesses 164 MB of unique objects (i.e., web pages), and
consists of 229,233 GET requests and only 645 PUT requests. The object size distribution is
shown in Figure 5(a). This workload is highly read-intensive. Thus we use a write-through
policy to synchronize the data to the cloud for this workload.
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• Netfs is a file system workload converted from the networkfs workload in the FileBench
1.4.9 [48] running on S3FS [63]. We collect the PUT and GET requests in a trace file. This
workload is more write-intensive. It accesses 707 MB of unique objects (i.e., files) in total,
including 135,949 GET requests and 594,433 PUT requests. The object size distribution is shown
in Figure 5(b). A write-back policy is adopted to sync back the dirty data that reside in the
cache for more than 30 seconds periodically (every 5 seconds), similar to the Linux write-back
policy. All updated objects are filled in with randomly generated content.
• Media is a multimedia workload synthesized using the open-source generator MediSyn, in
which the access pattern of multimedia objects (e.g., small video and audio files) follows
Zipfian distribution [68]. We synthesized this workload by collecting the size of each unique
object and traced the access sequence of object ID. By replaying this trace, we aim to simulate
the object-based client caching for multimedia objects, which has attracted attention from
academia (e.g., [2, 32, 64]) and is widely adopted in industrial products (e.g., VideoCache [70],
Blue Coat ProxySG Appliances [11]). This workload accesses 1,294 MB of unique objects.
As a typical multimedia workload, it is read-only and contains 166,366 GET requests. All
objects are filled in with randomly generated content. The object size distribution is shown
in Figure 5(c).

5.1.2 Experimental Platform. Our experiments were conducted with Amazon Simple Storage
Services (S3). As a representative cloud storage service, Amazon S3 is widely adopted as a storage
layer in various consumer and commercial services such as Netflix [4]. Some consumer cloud storage
services, such as Dropbox, directly use S3 as the low-level storage system for data hosting [65]. In
our experiments, we used the S3 storage hosted in Amazon’s data centers in Oregon (s3-us-west-
2.amazonaws.com) and Tokyo (s3-ap-northeast-1.amazonaws.com) as the cloud storage service
providers. We also used three clients: two Amazon EC2 instances and a workstation on our campus.
All the three clients use Linux 3.2.1 kernel and Ext4 file system.

To comprehensively test our GDS-LC algorithm, we designed three different system setups. Each
system setup simulates a typical working scenario of cloud storage in the real world:

• Local cloud simulates a typical cloud system where the client and the storage servers are in
the same data center. In our experiments, the client is an Amazon EC2 instance and located
in the Oregon data center with the Amazon S3 cloud storage.
• Internet cloud simulates a public cloud system in consumer environment where the client
connects to the storage service through the Internet. The client is a workstation on our
campus in Louisiana and the S3 cloud storage is in the Oregon data center.
• Hetero cloud simulates a special scenario where a client connects simultaneously to two
different clouds. The client is an EC2 instance in Singapore and connects to two S3 cloud
storage systems, one in Tokyo and the other in Oregon.

Table 2 shows the details of the pricing model corresponding to each system setup used in our
experiments. It is also worth noting that we do not intend to cover all the possible use cases in the
experiments; instead, using these system setups with different features in terms of access latencies
and pricing policies, we attempt to evaluate various latency/cost implications in our solution.

5.1.3 Algorithms for Comparison. In our experiments, we have compared our proposed caching
schemes with typical traditional caching algorithms and the original GDS-based algorithms in
different working scenarios. We have also conducted a series of experiments to test the impact of
critical parameter settings and further compare our proposed caching schemes with the customized
GDS-based algorithms.
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Client Data Center Request Cost Transfer Cost
PUT GET PUT GET

Local cloud Oregon Oregon $0.005/1,000 $0.004/10,000 0 0
Internet cloud Louisiana Oregon $0.005/1,000 $0.004/10,000 0 $0.090/GB

Hetero cloud Singapore Oregon $0.005/1,000 $0.004/10,000 0 $0.020/GB
Singapore Tokyo $0.0047/1,000 $0.0037/10,000 0 $0.090/GB

Table 2. The pricing model of Amazon S3 services. This table shows a simplified version of Amazon S3 pricing
policy. The referenced price data was collected on December 6th, 2016. Actual price fluctuates. Interested
readers may refer to Amazon website for more details [3].

Basic experiments.We compare our caching schemes GDS-LC and GDS-LCF with two tradi-
tional caching algorithms that focus on improving hit ratios, i.e., LRU and ARC, and two different
settings of the original GreedyDual-Size (GDS) algorithm, i.e., GDS(latency) and GDS(price). We
present the basic experimental results in Section 5.2. The configurations of these algorithms are as
follows:
• LRU: The traditional LRU policy, which applies the least recently used replacement algorithm.
As far as we can see in practical systems, LRU is currently the most widely adopted caching
algorithm in cloud-based storage services in academia (e.g, BlueSky [71] and SCFS [9]) and
industry (e.g., Nasuni [54] and SteelStore [50]).
• ARC: ARC is an advanced caching algorithm, which improves LRU by making use of history
access references with ghost buffers to efficiently filter one-time access [49]. ARC splits
the cache space into two LRU lists, i.e., T1 and T2, to manage the cache entries that are
recently referenced and the cache entries that are frequently referenced (at least twice),
respectively. The cache entries in T1 are promoted to T2 when they are referenced again.
ARC also maintains two ghost LRU lists, i.e., B1 and B2, to track the cache entries evicted from
T1 and T2, respectively. The sizes of the four LRU lists can be tuned adaptive to the access
pattern of workloads (see the literature [49] for details). Since the original ARC replacement
algorithm is designed for page cache and each caching unit is a fixed-sized page or block
(generally 4KB), the basic adaptation granularity of ARC is the page size. In our experiments,
we replace the original adaptation granularity (page size) with the object size. With such a
customization, ARC can work for variable-sized objects but does not rely on object sizes and
the associated costs to make caching decisions, since its methodology and working principles
are not changed. Comparing our caching schemes with ARC, we aim to reveal that it is not
enough to only consider recency and frequency for cloud storage caching.
• GDS(latency): The original GreedyDual-Size (GDS) caching scheme that directly uses the
downloading latency of each object as the cost function. With this configuration, GreedyDual-
Size (GDS) aims at minimizing the overall latency.
• GDS(price): The original GreedyDual-Size (GDS) caching scheme that uses the monetary cost
of downloading each object as the cost function. With this configuration, GreedyDual-Size
(GDS) aims at minimizing the overall monetary cost.
• GDS-LC: The cache is divided into two regions (a performance region and a cost region). We
use a size ratio of 1:2, similar to page cache management in Linux. The performance region
is managed with GDS-Latency scheme, and the cost region uses GDS-Cost scheme. The
difference between GDS-Latency and GDS(latency) is that the former scheme differentiates
the cost of clean and dirty object and uses the normalized latency as the cost function.
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Similarly, compared with GDS(price), GDS-Cost has a different monetary cost function for
dirty objects. For the normalization factor, we set it to ten times of RTT (Round Trip Time)
between the client the cloud. In particular, in the scenario of heterogeneous cloud, we set it to
ten times of the minimum RTT from the client to the clouds.
• GDS-LCF: The cache partitioning is the same as GDS-LC, but we further introduce the
frequency factor into the cost function, thus a more frequently read or written object will
have a larger weight to be protected in the local cache. For the frequency approximation, we
count the access frequency at most two when it is in the performance region and at most
four when it is in the price region (see Section 4.3). GDS-LCF sets the same normalization
factor as GDS-LC.

Extensive experiments. In addition to the basic experiments, we investigate the effect of
partition sizes in Section 5.3 and study the impact of latency normalization in Section 5.4. We also
compare our proposed caching schemes with the frequency-version of GDS and the enhanced
GDS-based caching schemes that can recognize clean and dirty objects in Section 5.5 and Section 5.6,
respectively.

5.1.4 Methodology of Result Reporting. Since access latency and monetary cost are two optimiza-
tion goals of our caching schemes, we take average latency and monetary cost as our major metrics.
We also report hit ratio, which is one of the most critical metrics to evaluating caching efficiency.
Each experiment is repeated for five times. After each run of the experiments, we calculate the
average latency of all the requests (including both the requests served by local cache and the requests
served by cloud), the total monetary cost charged by accessing the cloud, and the hit ratio.
After all the experiments, we have five sets of average latency, monetary cost, and hit ratio.

For each metric, we finally report the average value x = 1
N
∑N

i=1 xi , in which xi denotes the value
of the metric obtained from the ith run of the experiments and N denotes the number of runs.
We also calculate the standard error SE =

√
1
N
∑N

i=1 (xi − x )
2, which describes the variance of the

experimental results.

5.2 Basic Experimental Results
5.2.1 Local Cloud. Large enterprises often require high-performance cloud storage services

to efficiently store/retrieve the data. To satisfy this requirement, managing the data from a client
located in the same data center as the storage servers is a desirable choice in terms of performance
and monetary cost. In such environment, both clients and the cloud are close to each other and the
network connection is good. Typically the client-cloud Round Trip Time (RTT) is low (0.28 ms in
our system setup).

Figure 6 shows the experimental results with all the three workloads in the local cloud scenario.
From the results, we can not only see the advantages of our caching design but also observe some
interesting behaviors of different caching schemes. In this section, we first present the observations
on the experimental results of the read-intensive workloads (Clark and Media) and then present
some different observations on the experimental results of the write-intensive workload (Netfs).

Observations on the read-intensive workloads. In our experiments, both the Clarkworkload
and theMediaworkload are read-intensive:Clark is dominated by read requests, and a write-through
policy is adopted; Media is read-only (see Section 5.1.1). Consequently, all the victim objects are
clean when working with these two workloads. From the experimental results obtained with Clark
and Media, we have the following observations:

The GDS-based policies are observed to be better than LRU and ARC. This is because the GDS-based
policies take recency, object size, and the cost (in terms of both latency and price) into account,
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Fig. 6. Local cloud: Hit ratios, average latencies, and monetary cost of Clark, Netfs, and Media.

while LRU and ARC are cost-unaware. Since the GDS-based policies prefer to evict the objects of
larger size and smaller cost, these replacement policies have higher caching efficiency. Particularly,
in this scenario, the price for evicting each object is equal, since all the objects to be evicted are
clean and the price only includes the cost of GET requests for internal data transfer in the data
center (see Table 2). In this case, the GDS-based caching schemes cause less monetary cost than
LRU and ARC, since they generally have higher hit ratios (see Figure 6(a) and 6(g)). As shown in
Figure 7, we also take the experimental results with Clark, of which the cache size is set to 10% of
the total size of unique objects, to investigate the caching behaviors of different caching schemes.
Figure 7(a) shows the distributions of the end-to-end completion time of all the requests (including
both the requests served by the local cache and those served by the cloud). Figure 7(b) shows the
differences among the size distributions with different caching schemes. For example, the object
size larger than 20 KB is 37% of all the downloaded objects upon related cache misses with GDS-LC,
but the corresponding number with LRU is 18%. The reason is that the GDS-based caching schemes
prefer evicting larger objects. In contrast, the differences of the latency distributions are not so
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Fig. 7. Local cloud: An example with Clark to investigate the caching behaviors of different caching schemes,
in which the cache size is set to 10% of the working set (i.e., the total size of unique objects). Figure 7(a)
shows the CDFs of the access latencies; Figure 7(b) and Figure 7(c) show the CDFs of sizes and downloading
latencies of the objects fetched from the cloud upon related cache misses, respectively.

significant (see Figure 7(c)). This is because the access latency does not increase as the request size
increases for small requests (e.g., smaller than 64 KB), which has been reported in prior study [33].
Compared with GDS(latency) and GDS(price), GDS-LC can minimize both average latency and

monetary cost. Specifically, the average latency of GDS-LC is close to that of GDS(latency) (see
Figure 6(b) and 6(h)), and the monetary cost of GDS-LC is close to that of GDS(price) (see Fig-
ure 6(c) and 6(i)). This demonstrates the effect of the two-region design of GDS-LC: via adopting
GDS-Latency in the performance region and GDS-Cost in the price region, GDS-LC keeps the most
“expensive” objects in terms of both latency and monetary cost in the cache so that it can optimize
both metrics at the same time.

GDS-LCF performs the best in this scenario. The difference between GDS-LC and GDS-LCF is that
GDS-LCF further includes the frequency into the caching consideration, which helps identify the
hottest object from the perspective of popularity. Consider this case: object A has value 1, being
accessed 4 times; and object B has value 2, being accessed once. With GDS-LC, object A will be
evicted because GDS-LC is unaware of the access frequency; while based on GDS-LCF, object B
will be evicted (2×1 < 1×4). Thus, GDS-LCF focuses more on the frequently accessed objects, and
the experimental results demonstrate the strength of such a consideration.

Observations on the write-intensive workload. Compared with Clark and Media, Netfs has
more intensive writes, and dirty data are asynchronously written back to the cloud periodically
(see Section 5.1.1). With this workload, we have similar observations, which show the advantages
of our caching schemes: GDS-LCF performs the best in this experiment, and GDS-LC can optimize
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Fig. 8. Local cloud: The number of uploadings and detailed monetary cost of Netfs achieved by different
caching schemes with the cache size set to 10% of the working set (i.e., the total size of unique objects). The
number of uploadings refers to the number of uploading requests caused by synchronizing dirty objects to
the cloud. In specific, on-demand uploading refers to synchronizing dirty objects to the target cloud when
being evicted from the local cache; background uploading refers to synchronizing dirty objects to the target
cloud with the background write-back daemon. The monetary cost for accessing cloud objects includes data
transfer fee and request fee (see Table 2 for the pricing model used in our experiments).

both average latency and monetary cost. Meanwhile, for such a write-intensive workload, we also
have some different observations:

GDS-LC can achieve lower average latency than both GDS(latency) and GDS(price), especially when
the cache size is relatively small. As shown in Figure 6(e), for example, when the cache size is 5%
of the working set, GDS-LC reduces the average latency by 21% (from 33 ms to 26 ms). That is
because GDS-LC particularly considers the cost of data synchronization for evicting dirty objects,
so that less dirty objects are discarded when the cache space is not enough; consequently, GDS-LC
makes the requests suffer less from waiting for on-demand synchronization (i.e., uploading). This
is consistent with our observation on the number of uploadings with different caching schemes: as
shown in Figure 8(a), compared with GDS(latency), GDS-LC decreases the number of on-demand
uploadings by 46% (from 2,800 to 1,500). As for the price, we find that GDS-LC and GDS-LCF do
not have obvious advantages over GDS(price). This is because the total uploadings of these three
caching schemes (i.e., GDS-LC, GDS-LCF, and GDS(price)) are comparable (see Figure 8(b)). At the
same time, since data transfer is not charged in this scenario, and the fee of PUT request is 12.5
times as that of GET request (see Table 2), the charge of the PUT requests dominates the overall
monetary cost; thus, the monetary costs of these three caching schemes (i.e., GDS-LC, GDS-LCF,
and GDS(price)) are comparable (see Figure 8(c)).
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Fig. 9. Internet cloud: Hit ratios, average latencies, and monetary cost of Clark, Netfs, and Media.

ARC has more on-demand uploadings than other caching schemes (see Figure 8(a)). That is because
LRU always evicts the least recently accessed objects, which means that the most recently written
objects (i.e., dirty objects) will be protected in the cache. In contrast, ARC also attempts to recognize
one-time accesses and select such objects as victim objects, resulting in more on-demand uploadings
than LRU. On the other hand, ARC has a higher cache hit ratio than LRU, which means that ARC
can absorb more write traffic than LRU, therefore ARC has less background uploadings than LRU
and finally creates less total uploadings and monetary cost than LRU. However, compared with
GDS-based policies, both LRU and ARC have more uploadings and monetary cost (see Figure 8),
since both LRU and ARC have lower hit ratios than the GDS-based policies and do not actively
differentiate clean and dirty objects (compared with GDS-LC and GDS-LCF).
GDS(latency) does not work as well as expected. From Figure 6(e), we find that the performance

of GDS(latency) is worse than that of GDS(price), and even worse than that of LRU when the
cache size is 20% of the working set. It is understandable. Working with Netfs, the objects may be
frequently updated with an object size change; in this case, the access latencies could be different
from the previously observed values. Without a reasonable estimation, the cost used in the caching
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Fig. 10. Internet cloud: Detailed monetary cost of Clark, Netfs, and Media with the cache size set to 10% of
the working set (i.e., the total size of unique objects). The monetary cost for accessing cloud objects includes
data transfer fee and request fee (see Table 2 for details).

replacement scheme may be different from the real value. Comparatively, the performance of
our solution GDS-LC is more stable. This is because we only adopt the latency-aware caching
scheme in the first region, and optimization including clean-dirty cost differentiation and latency
normalization contribute to improving the caching efficiency.

5.2.2 Internet Cloud. The Internet cloud system setup simulates a typical consumer cloud
storage environment. In this case, the client locates on our campus in Louisiana and accesses cloud
storage data stored in Amazon’s Oregon data center. Different with the local cloud scenario, the
RTT between the client and the cloud is high (113 ms), and the price of data transfer is also more
expensive. Figure 9 shows the results of different caching schemes in the Internet cloud scenario.
Particularly, for Clark and Media, in which the requests are read-intensive (dominated by GET
requests), the data transfer fee is much higher than request fee (see Figure 10(a) and 10(c)).

Similar to the results achieved in the local cloud scenario, GDS-LC and GDS-LCF perform the best,
and LRU performs the worst. However, we can also find some differences caused by the distinct
characteristics of the system setup in terms of latency and pricing policies in this scenario. The most
obvious difference is about the results of the monetary cost. For the Clark workload, for example,
the monetary cost of LRU is close to that of other caching schemes except GDS-LCF (see Figure 9(c)).
Comparatively, in the local cloud scenario, significant gaps can be observed between the result of
LRU and other caching schemes (see Figure 6(c)). This difference is caused by the charging of data
transfer out from the cloud. As shown in Figure 10(a), compared with LRU, GDS-LC has a lower
request fee but a much higher data transfer fee, so that the gap between the overall monetary cost
is narrowed down. The reason why GDS-LC has a higher data transfer fee is that GDS-LC prefers
to evict larger objects, leading to a larger data transfer traffic on cache misses.

ACM Transactions on Storage, Vol. 13, No. 4, Article 1. Publication date: January 2017.



1:20 B. Hou and F. Chen

In addition, for the monetary cost charged with the Netfs workload, GDS-LC and GDS-LCF
significantly outperform GDS(price) in the Internet cloud scenario (see Figure 9(f)); comparatively,
GDS-LC and GDS-LCF do not have obvious advantages over GDS(price) in the local cloud scenario
(see Figure 6(f)). From Figure 10(b), we can see that the data transfer fee and GET request fee
of GDS-LC and GDS(price) are close; the main difference comes from the PUT request fee. This
is understandable. Since the RTT in this scenario is quite high, the dirty objects that are not
synchronized by cache replacement cannot be quickly synchronized to the cloud; consequently,
GDS-LC, which adds weight to dirty objects, has better caching efficiency for dirty objects. This
explains why GDS-LC leads to lower PUT request fee.
Again, the results achieved in this scenario demonstrate the merits of GDS-LC and GDS-LCF.

For monetary cost, GDS-LCF performs better than GDS-LC; for average latency, the performance
of GDS-LC and GDS-LCF are comparable, and both outperform other algorithms.
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Fig. 11. Heterogeneous cloud: Hit ratios, average latencies, and monetary cost of Clark, Netfs, and Media.

5.2.3 Heterogeneous Cloud. Heterogeneous cloud storage systems are generally adopted to
exploit the advantages of multiple clouds. For example, RACS [1] adopts an RAID-like structure,
which provides high-level data availability and reliability and prevents vendor lock-in problem.
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Several other cloud-based storage systems, such as NCCloud [36] and DepSky [10], are also based
on distributing data to multiple clouds. Another use case is to integrate different cloud storage
services to uniformly access the storage space, especially for the purpose of utilizing the free tiers
(e.g., AWS free tier [5] and Google cloud platform free tier [30]). In this case, the data may also be
distributed to heterogeneous clouds.

In our experiments, to emulate the heterogeneous cloud storage system environment, we set up
an EC2 instance in Amazon’s Singapore data center as the client, which simultaneously connects
to two cloud storage locating in Amazon’s Oregon and Tokyo data centers. For each data set, we
evenly distribute the objects to these two data centers, organizing the data similar to RAID-0. An
interesting fact is the difference of the pricing and network delay – Due to a shorter geographic
distance to the client, the Tokyo data center can provide a shorter latency (a 74 ms RTT) for cloud
storage I/Os than the Oregon data center (a 161 ms RTT). However, its pricing on data transfers
is significantly higher than the Oregon data center (see Table 2). The client caching scheme has
to intelligently tradeoff and balance the two cloud storage sources for data accesses – for each
eviction decision, it needs to choose either the closer but more expensive Tokyo data center or the
farther but cheaper Oregon data center. This is particularly difficult for caching schemes.

As shown in Figure 11, our proposed GDS-LC and GDS-LCF caching schemes perform very well
in this complicated scenario. LRU performs the worst, and GDS-LC can optimize both latency and
monetary cost when being compared with the original GDS algorithms (i.e., GDS(latency) and
GDS(price)); particularly in some cases, GDS-LC and GDS-LCF can perform much better than the
GDS algorithms. These results well demonstrate the effect of our approach – our caching solution
can well optimize both the latency and monetary cost in complicated environment.
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Fig. 12. Local cloud: Observed variances of average latencies.

5.2.4 Variance of Experimental Results. In addition to system performance, we have also exam-
ined the variance, which can be caused by the unexpected dynamics of network performance and
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Fig. 13. Internet cloud: Observed variances of average latencies.
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Fig. 14. Heterogeneous cloud: Observed variances of average latencies.
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cloud services. As presented in Section 5.1.4, we use the standard error of the values of each metric
(i.e., hit ratio, average latency, and monetary cost) measured from five runs of the experiments to
describe the variance. Since the observed variances of hit ratios and monetary cost are insignificant,
for brevity, we only show the observed variances of the average latencies in Figure 12, 13, and 14.

From the figures, we can see that the absolute values of the variances observed in the local cloud
scenario are lower than those observed in the other two scenarios; however, we do not observe
obvious differences with respect to the relative variances (i.e., the ratio of the variance and the
average latency), which are about 5% - 10% in all the working scenarios. As for the latency variances
observed on the experimental results of different caching schemes, we find that when the hit ratios
are relatively low, the variances of average latencies are relatively higher. That is because a lower
hit ratio means that the client has to more frequently access the cloud and thus is more likely to
subject to a larger variation of average access latencies. In particular, for LRU and ARC, the miss
ratios of these caching schemes are higher than others, especially when the cache sizes are small,
we can observe relatively larger variances on the average access latencies achieved by these two
caching schemes.

It is worth noting that the discussions on the observed variances should be confined in the context
of our experimental platform and the runs of our experiments; in other words, the comparisons are
based on our observations and should be not be regarded as general conclusions.

5.3 Sensitivity Study on Partition Size
Cache partitioning may influence the caching decision and its effectiveness. To evaluate the
sensitivity of the GDS-LCF caching scheme to the cache partition size, in this experiments, we run
three workloads with the three system setups by using four different ratios of performance-to-price
regions, specifically 1:2, 1:1, 2:1, and 1:3. For brevity, we use the Internet cloud scenario to illustrate
the effect of cache partitioning.

As shown in Figure 15, we can see that the effect of cache partitioning is workload dependent. In
Clark and Media, the three partition ratios have a relatively weak impact on the observed latencies,
hit ratio, and cost. In contrast, the Netfs workload exhibits certain distinctions. Generally, the ratio
1:2 is a reasonably sound choice to effectively reduce both access latency and monetary cost (see
Figure 15(e) and 15(f)). Particularly, compared to the ratio 1:3, the ratio 1:2 can achieve comparable
monetary cost but significantly lower average latency. Thus, the 1:2 ratio is a proper choice.

Interestingly, we also note that a larger performance region does not necessarily result in a lower
average latency. As shown in Figure 15(e), for example, when the cache size is 10% of the working
set, increasing the performance region from one fourth of the cache size (with the ratio 1:3) to
one third of the cache size (with the ratio 1:2), the average latency decreases from 74 ms to 59 ms;
however, further increasing the performance partition to two thirds of the cache size (with the
ratio 2:1), the average latency increases from 59 ms to 80 ms. The effect is caused by the object
migration between the two regions (see Section 4.2). On the one hand, a larger performance region
means that the objects that have high values in terms of latency are more likely to be kept in local
cache. On the other hand, a larger performance region leads to a smaller price region, which means
that the objects demoted to the price region may be quickly evicted from the local cache and thus
have less opportunities to be promoted to the performance region again upon a second access.
Consequently, the relationship between the latency and the size of the performance region is not a
simple linear function.

5.4 Impact of Latency Normalization
As analyzed in Section 4.2.1, the latency variance for accessing cloud storagemay affect the efficiency
of latency-aware caching schemes, and we adopt an adaptive normalization approach based on the
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Fig. 15. Internet cloud: Evaluation of the effects of different size ratios of the performance region and the cost
region. Shown in the figures are hit ratios, average latencies, and monetary cost of Clark, Netfs, and Media
achieved by our caching scheme GDS-LCF with different size ratios.

observed Round Trip Time (RTT) between the client and the cloud to alleviate this problem. In this
section, we further discuss the impact of normalization.

To evaluate the effects of the normalization approach, we conduct a set of experiments with our
proposed GDS-LC and GDS-LCF and the GDS(latency). We set four different normalization levels:
(1) NoNorm: directly using the absolutely value of latency; (2) Norm-1rtt, using 1x RTT (Round Trip
Time) between the client and the cloud as the normalization factor; (3) Norm-10rtt, normalizing with
10x RTT; (4) Norm-100rtt, normalizing with 100x RTT. We run the experiments for ten times, report
the average value of each metric, and calculate the standard error as the variance (see Section 5.1.4).
Figure 16 shows the experiments in the local cloud scenario, and the cache size is set to be 10%

of the working set. From the figure, we can see that the hit ratios increase as the values of the
normalization factors increase; however, the increase of hit ratios does not always lead to lower
average latencies. As shown in the figures, we find that setting the normalization factor to be 10x
RTT achieves the best performance among the settings; meanwhile, setting the normalization factor
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Fig. 16. Local cloud: The performance of GDS(latency), GDS-LC, and GDS-LCF with different normalization
factors for Clark, Netfs, and Media. The cache size is set to 10% of the working set.
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Fig. 17. Internet cloud: The performance of GDS(latency), GDS-LC, and GDS-LCF with different normalization
factors for Media. The cache size is set to be 10% of the working set.

as 1x RTT brings trivial benefits and 100x RTT may reduce the benefits. That is because local cloud
has low RTT (i.e., 0.28 ms). With setting the normalization factor to be 1x RTT, the interference of
the latency variance cannot be effectively reduced; while setting the normalization factor to 100x
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Fig. 18. Heterogeneous cloud: The performance of GDS(latency), GDS-LC, and GDS-LCF achieved by different
normalization factors for Clark. The cache size is set to be 10% of the working set.

RTT (i.e., 28 ms) normalizes the latencies of many objects to 1, which may decrease the overall
system performance. As for the impact of normalization on different caching schemes, we note
that the impact of normalization on GDS(latency) is more significant than that on GDS-LC and
GDS-LCF. That is because only the top region in the design of GDS-LC and GDS-LCF adopts the
latency-aware caching scheme and the object evicted from the top region will be migrated to the
second region and still has the opportunity to be fetched back instead of being immediately evicted
from the local cache, which makes them less sensitive to normalization than GDS(latency).
We also note that in the scenarios of Internet cloud and heterogeneous cloud, the normalization

factor 10x RTT can still achieve better performance than no normalization, but 1x RTT performs
better. The performance achieved by different caching schemes with the Media trace is shown in
Figure 17: when the normalization factor is larger than one RTT, the benefit brought by normal-
ization is diminishing; when the normalization factor is 100x RTT, the aggressive normalization
approach leads to performance loss. In the scenario of Internet cloud, the RTT is 113 ms, thus setting
the normalization factor to be 100x RTT (i.e., 11.3 seconds) means almost all the latencies of the
objects are normalized to 1. In this case, although the hit ratio is improved, the overall system
performance is decreased. Similarly, in the scenario of heterogeneous cloud, the minimum RTT
between the two (74 ms and 161 ms) is 74 ms, and setting the normalization factor to be higher than
10x RTT may cause negative effects (i.e., setting the normalization factor to be 100x RTT). Shown
in Figure 18 is the performance achieved by different caching schemes with the Clark trace, which
indicates setting the normalization factor to be 1x RTT performs the best among the settings.

Therefore, based on our observations, a proper normalization factor varies with different working
scenarios. In our platform, we find 10x RTT is a good choice for the scenario in which the client
and the cloud are in the same data center. A smaller normalization factor (e.g., 1x RTT) is good for
the scenarios in which the clients access the cloud across data centers, where the RTT between the
client and the cloud is a relatively larger value. Setting the normalization factor to an excessively
large one (e.g., 100x RTT) is generally undesirable, since it removes the capability of differentiating
access costs. It is also worth noting that the negative effects of latency variance to cost-aware
caching schemes cannot be completely eliminated due to the difficulty of accurately predicting
latency variance. In our proposed caching schemes, we attempt to reduce the interference of latency
variance by using an adaptive normalization approach. In practice, we can further improve the
accuracy of cost evaluations with the knowledge of the performance behaviors of cloud storage
services and the variance of network services, which can be gained by long-term observations. For
example, if we know that an object will be reloaded during the “busy hours” of the target cloud
storage (at the time when the cloud is busy with handling intensive requests, leading to longer
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response time), the cost of evicting the object should be estimated higher than the download latency
measured beyond the “busy hours”.

5.5 Further Evaluation on GDS-LCF
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Fig. 19. Internet cloud: Comparisons of GDS-LCF, GDSF(latency), and GDSF(price).

GDS-LCF is an enhanced version of GDS-LC. By introducing frequency into the cost functions
of GDS-LC, GDS-LCF gives higher caching priority to frequently accessed objects. As shown in
Section 5.2, GDS-LCF outperforms traditional caching schemes (i.e., LRU and ARC) and GreedyDual-
Size (GDS) with different settings (i.e., GDS(latency) and GDS(price)) and can successfully improve
the caching efficiency of GDS-LC in most cases. In this section, we further compare GDS-LCF with
the frequency-enhanced version of GDS called GDSF and discuss the enhancement.
Both GDS-LCF and GDSF are enhanced by introducing frequency. GDS-LCF is an enhanced

version of GDS-LC, and GDSF is an enhanced version of GDS. We expect that the advantage of
GDS-LCF over GDSF is similar to the advantage of GDS-LC over GDS: For read-intensive workloads,
GDS-LCF can optimize both performance and monetary cost instead of only one optimization goal;
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for write-intensive workloads, GDS-LCF can significantly outperform GDSF, since the former has a
two-region design and can also differentiate the cost of evicting clean objects and dirty objects.

To verify our speculation, we implement GDSF, a frequency-enhanced version of GDS. As for the
frequency approximation, we count frequency to at most four. We also test other approximation
methods, for example, counting frequency to atmost 8, 16, or higher.We find that counting frequency
to at most four achieves comparable performance as other methods. Setting the optimization goals
as latency and monetary cost respectively, we get two versions of GDSF: GDSF(latency) and
GDSF(price).
Figure 19 shows the performance comparison of GDS-LCF, GDSF(latency), and GDSF(price)

with different traces in the Internet cloud scenario. The experimental results have confirmed our
speculation: for the read-intensive traces Clark and Media, GDS-LCF can achieve comparable
average latency to GDSF(latency) and comparable monetary cost to GDSF(price), successfully
optimizing both goals; for the write-intensive trace Netfs, GDS-LCF have much better performance
than GDSF(latency) and GDSF(price).

5.6 Comparisons to GDS Enhanced with Clean-dirty Differentiation

 50

 60

 70

 80

 90

 100

 6  8  10  12  14  16  18  20

H
it
 R

a
ti
o
(%

)

Cache Size (% of total unique object size)

Hit Ratio with Netfs

GDS-L
GDS-LC

(a) Hit Ratio

 45

 50

 55

 60

 65

 70

 75

 80

 6  8  10  12  14  16  18  20

A
v
e
ra

g
e
 L

a
te

n
c
y
(m

s
)

Cache Size (% of total unique object size)

Average Latency with Netfs

GDS-L
GDS-LC

(b) Average Latency

 0.09

 0.1

 0.11

 0.12

 0.13

 0.14

 0.15

 0.16

 0.17

 0.18

 0.19

 6  8  10  12  14  16  18  20

M
o
n
e
ta

ry
 C

o
s
t(

$
)

Cache Size (% of total unique object size)

Monetary Cost with Netfs

GDS-L
GDS-LC

(c) Monetary Cost

Fig. 20. Internet cloud: Comparisons of GDS-LC and GDS-L.
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Fig. 21. Internet cloud: Comparisons of GDS-LCF and GDS-LF.

As stated in Section 4.2, a significant difference between the latency functions used in our caching
schemes (i.e., GDS-LC and GDS-LCF) and the original GDS-based policies (i.e., GDS(latency) and
GDSF) is that our latency functions have the capability of distinguishing clean and dirty objects.
Since in prior sections we have compared our caching schemes with the original GDS-based
policies, in this section, we further compare our caching schemes with the improved GDS-based
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policies, which have the same latency functions as our caching schemes, called GDS-L and GDS-LF.
Compared to GDS-L and GDS-LC, GDS-L and GDS-LF do not have a price region and take all the
cache space as the performance region. Particularly, GDS-LF counts the access frequency at most
four in its cost functions, which is the same as that of GDSF (see Section 5.5).
Since no victim objects are dirty when working with the Clark trace and the Media trace (note

that Clark is highly read-intensive and a write-through policy is adopted and Media is read-only),
we use the Netfs trace in the experiments. Figure 20 shows the experimental results of GDS-L
and GDS-LC in the scenario of Internet cloud. Since GDS-LC has a price region to keep high-price
objects, it can significantly reduce the monetary cost. With respect to access latency, compared
to GDS-L, GDS-LC achieves comparable (even slightly better) performance. Although GDS-LC
reserves two-thirds of the cache space as the price region, the objects that have the highest cost in
terms of access latency are kept in the performance region, and the objects demoted to the price
region still have opportunities to be fetched back to the performance region; thus, GDS-LC can
achieve comparable average latency even with a smaller performance region. For similar reasons,
compared to GDS-LF, GDS-LCF achieves lower monetary cost and comparable average latency (see
Figure 21). The experimental results further demonstrate the advantages of our two-region design.

6 OTHER RELATEDWORK
Both cloud storage and cache replacement algorithms have received extensive studies. In this
section we present other prior work most related to this paper.

Cloud storage systems. Cloud storage recently has attracted a lot of research attention. A
variety of issues of cloud storage systems have been studied, such as performance, reliability,
availability, confidentiality, and service lock-in concerns [1, 7, 12, 26, 31, 36, 76]. Much research
has been first conducted to characterize the performance and I/O behaviors of cloud storage
(e.g., [8, 22, 23, 33–35, 47, 57, 72]). Our work is orthogonal to these studies.

Cloud-based file systems. For easy use of cloud storage, prior research has also attempted to
unify the I/O interfaces of cloud storage and file systems. For example, a cloud-backed network file
system for the enterprise use, called BlueSky [71], stores data in cloud storage and accesses storage
through an on-site proxy, which caches data and supports multiple protocols including NFS and
CIFS. Another similar network file system design, called RFS [21], is proposed for mobile devices.
SCFS [9] provides a POSIX-like interface on top of cloud storage. Similarly, S3FS [63] also provides
simple filesystem-like interfaces for Amazon Simple Storage Services (S3). These solutions typically
adopt an LRU-based caching scheme on local clients or proxies. Our work focuses particularly on
caching schemes and can potentially enhance these systems.

Commercial cloud-based storage products. Our work is also related to the caching algo-
rithms adopted by the commercial cloud storage products, including cloud proxies and gateways
(e.g., Nasuni [53], Twinstrata [69], CTERA [20], Panzura [58], StorSimple [66]). These products
mainly provide storage accelerating services, acting as a cloud-based cache between user applica-
tions and remote clouds. Although the implementation details of these products are not publicly
available, according to open documents, LRU is the most popular caching algorithm adopted by the
majority of these products [50, 54, 55, 59]. Our work aims at optimizing the cloud-based storage
systems with cost-aware caching by considering various factors, including access latency, price,
object size, and access recency and frequency, and can be flexibly applied in these working scenarios
to improve user experience in terms of not only performance but also monetary cost.

Cost-aware caching. Recent studies have studied cost-aware caching in different working
scenarios for different proposes. Jiang et al. presented an OS kernel buffer cache management
scheme, called DULO [40]. DULO leverages the speed distinction of random and sequential I/Os
on hard disk drives and gives higher caching priority to the blocks that are randomly accessed,
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since random accesses are slower than sequential accesses on hard disk drives. Similarly, Li and
Cox customized also proposed a caching scheme based on GreedyDual-Size (GDS) [14], called
GD-Wheel, in the scenario of key-value stores by considering recomputing latency as cost [44].
Kim and Anh presented a caching scheme, called BPLRU, for improving random writes in flash
storage [42]. PS-BC [16] leverages the filtering effect of OS buffer cache to create bursty disk I/Os for
disk power saving. Forney et al. introduced a set of storage-aware caching algorithms that partition
the file buffer for heterogeneous storage and dynamically tune the partition sizes to balance the
workloads across the storage devices [27]. Liang et al. studied caching replacement policies for
distributed storage systems and proposed two off-line heuristics and an on-line algorithm by
considering access latencies as the major cost when deciding the victim data [46]. Araldo et al.
proposed two optimization models that either minimize the overall costs or maximize the hit-ratio,
jointly considering cache sizing, object placement, and path selection, and taking the retrieval
latency as the cost in the scenario of Information Centric Networks (ICNs) [6]. Jeong and Dubois
made several extensions of LRU, taking into account non-uniform miss costs (e.g., the latency,
penalty, power consumption, bandwidth consumption, or any other ad-hoc numerical property
attached to a miss) in different practical cases, such as multiprocessor memory systems and single
super-scalar processor systems [38].

Though sharing a similar design principle with these solutions by leveraging cost-awareness in
caching decisions, our solution particularly aims to enhance caching for cloud storage, which shows
distinct properties compared to other systems. In particular, its special performance behaviors
and pricing models demand us to focus on improving user experience with regard to both access
latency and monetary cost. Second, our caching scheme is designed for using cloud storage as
primary storage. In this scenario, I/O accesses are both read and write intensive, requiring us to
fully consider the access time of handling both clean and dirty data, rather than one-direction cloud
I/Os. Third, different from prior schemes that only consider the cost from only one aspect (e.g.,
latency, bandwidth, or energy), we aim at minimizing the cost from two orthogonal dimensions
(latency and price) at the same time.

Other advanced caching options. In addition to cost-aware caching algorithms, some other
advanced caching optimization has been introduced to improve caching efficiency. These caching
schemes can be roughly classified into four categories: (1) Leveraging application-level hints. For
example, application-controlled file caching [13] and informed prefetching and caching [60] are
motivated by making use of hints from applications. Recently, for the purpose of improving
cloud storage performance, Chen et al. presented a solution called Client-aware cloud storage,
which further leverages client-provided semantic hints to enhance server-side caching [15]. (2)
Tracing and utilizing history information. Some advanced caching algorithms (e.g., CLOCK-Pro [39],
ARC [49], LIRS [41], Multi-Queue [77]) utilize access history to assist cache replacement and thus
outperform LRU, which only takes recency in its caching consideration. Most of these schemes
leverage a deep caching history to identify weak-locality and low-frequency data and improve cache
performance. (3) Exploiting access patterns and data correlations. Prior studies have also exploited
the access patterns from history information to direct caching for virtual memory management
and buffer management (e.g., [17, 18, 28, 43]). In addition to these on-line methods, data semantic
relationships have also been exploited to improve caching efficiency. For example, Li et al. proposed
a data mining scheme working in storage systems to obtain block-level correlations that can be
used to direct caching and prefetching [45]. Some web mining (e.g., [52, 73]) and file correlations
algorithms (e.g., [25]) have also been leveraged to optimize caching in web services and file systems.
(4) Partitioning the shared cache. Cache partitioning is a typical method used to deal with the
cache sharing issues, working in the scenarios of sharing cache between multiple applications
or heterogeneous storage devices. For example, in prior work [27], the cache is partitioned for
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heterogeneous storage systems, and each storage device is assigned a partition. Qureshi and Patt
also proposed a method that partitions a shared cache between multiple applications to reduce
cache misses for a given amount of cache resources [61]. Dynamic partitioning of shared cache
memory is also used to assign cache resources for simultaneously executing processes or threads
that can be applied to set-associative caches [67].
Our solution is largely orthogonal to these classic caching approaches. The key idea of our

solution is to address the unique requirements in cloud storage scenario and take both performance
and monetary cost into consideration with a cost-aware caching algorithm. We do not rely on
application-level hints, history information, or extra knowledge gained through data mining or
machine learning methods; however, our solution can be flexibly integrated with other optimization
methods. For example, each partition of a shared cache can be managed with our caching scheme.
In fact, as a special case, we have demonstrated the effectiveness and efficiency of GDS-LCF, which
is an integration of our basic scheme GDS-LC with another caching factor frequency. It would be
an interesting and practically valuable research topic to investigate how to properly integrate these
advanced caching schemes within our solution, which we leave as our future work.

7 CONCLUSIONS
Client caching is crucial to truly integrating cloud storage as a primary storage layer in computer
systems. By keeping the most valuable objects in local cache and evicting the least important ones,
client caching policies can influence future accesses. Leveraging such a filtering effect, we design
two unique caching schemes, called GDS-LC and GDS-LCF, with an attempt to minimize future
access latencies and monetary costs. Compared with traditional caching schemes, our experimental
results show that our solution can effectively improve the system performance and reduce the
system cost.
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