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1 Introduction

A large number of scientific and engineering applications are highly data intensive, operating on data sets that range from gigabytes to terabytes, thus exceeding the physical memory of the machine. Even though the math and logic behind the application code may be fairly straightforward, the orchestration of data movement can be very complex.

For example, electronic structure codes, which are widely employed in quantum chemistry, computational physics, and material science, require elaborate interactions between subsets of data. Instead of simply bringing data into the physical memory once, processing it, and then overwriting it by new data, subsets of data are repeatedly moved back and forth between a small memory pool, limited physical memory, and a large memory pool, the unlimited disk. The cost introduced by these data movements can have a large impact on the overall execution time of the computation. Out-of-core algorithms that explicitly orchestrate the movement of subsets of data within the memory-disk hierarchy must ensure that data is processed in subsets small enough to fit in the machine’s main memory, but large enough to minimize the cost of moving data between disk and memory.

In previous research, we presented an approach to the automated synthesis of out-of-core programs [2, 10] in the context of the Tensor Contraction Engine (TCE) program synthesis system. [1, 6, 7, 5, 4]. The TCE targets a class of electronic structure calculations, which involve many computationally intensive components expressed as tensor contractions (essentially generalized ma-
trix products involving higher-dimensional arrays). It generates efficient parallel and/or out-of-core code from tensor contraction formulas.

While the implementation in the TCE addresses tensor contraction expressions arising in quantum chemistry, the approach developed there has broader applicability. Our search-based loop fusion optimization has been successful in the Tensor Contraction Engine for minimizing storage or, together with a search-based tiling optimization, for automatically generating efficient out-of-core code from tensor contraction expressions. In this paper, we demonstrate how this approach can be generalized to handwritten code in the form of imperfectly nested loop structures operating on arrays potentially larger than the physical memory size. This would allow translating, for example, handwritten in-core tensor contraction code into out-of-core code. Such code structures can be found in computational chemistry packages, such as GAMESS, [14], Gaussian, [8], and NWChem, [15, 16], or in computational physics codes modeling electronic properties of semiconductors and metals. We present an adaptation of the loop fusion algorithm to generate GPU or out-of-core code from handwritten code. The loop fusion algorithm optimizes dense array computations by fusing producer and consumer loops to minimize the storage requirements for intermediate arrays. It undoes any fusion provided by the programmer and, using a cost model for memory minimization, searches all loop structures for the memory-minimal code. Then the fused loops are expanded to tile size and these tiles are used as units of data transfers between different levels in the memory hierarchy. We have implemented the fusion algorithm as a source-to-source translation using the ROSE compiler framework. We demonstrate the effectiveness of this approach for multicore CPUs and GPUs using an example.

2 Problem

The combination of fusion and tiling optimizations has proven successful in the TCE for minimizing disk to memory traffic for dense tensor computations. While other optimizations are specific to tensor contraction expressions, these two optimizations can be useful for optimizing handwritten dense array computations. The fusion and tiling optimizations can be used for different purposes. For example, the fusion optimization by itself can be used for minimizing memory requirements for intermediate results [12, 11]. Together with the tiling optimization and with different cost models, these optimizations can be used for minimizing disk to memory traffic [2, 10] or for space-time tradeoffs [4]. Since the problem of making the fusion algorithm work on an abstract syntax tree is independent of the cost model, we limit the discussion to the use of the fusion algorithm as a stand-alone optimization for memory minimization.

Consider the multi-dimensional summation shown in Figure 1(a). After algebraic transformations to minimize the operation count, we might arrive at the formula sequence shown in Figure 1(b) for computing the multi-dimensional summation. This formula sequence is represented by the expression tree in Figure 1(c).
\[ W[k] = \sum_i \sum_j \sum_l (A[i,j] \times B[j,k,l] \times C[k,l]) \]

(a) A multi-dimensional summation

\[ f_1[j] = \sum_i A[i,j] \]
\[ f_2[j,k,l] = B[j,k,l] \times C[k,l] \]
\[ f_3[j,k] = \sum_l f_2[j,k,l] \]
\[ f_4[j,k] = f_1[j] \times f_3[j,k] \]
\[ W[k] = f_5[k] = \sum_j f_4[j,k] \]

(b) A formula sequence computing (a)

\[ f_5 \sum_i \]
\[ f_4 \times \]
\[ f_1 \sum_i \]
\[ f_3 \sum_k \]
\[ A[i,j] \]
\[ f_2 \times \]
\[ B[j,k,l] \]
\[ C[k,l] \]

(c) An expression tree for (b)

Fig. 1. An example multi-dimensional summation and two representations of a computation.

A naïve way to implement the computation is to have a set of perfectly-nested loops for each node in the tree. But the size of the arrays in this arrangement could be too high for them to fit in the available memory. Hence, there is a need to fuse the loops as a means of reducing memory usage. By fusing loops between the producer loop and the consumer loop of an in-memory array, intermediate results are formed and used in a pipelined fashion, and they reuse the same reduced array space. There are many different ways to fuse the loops, which could result in different memory usage. In this paper, we focus on the non-trivial problem of finding a loop fusion configuration for well behaved handwritten code that minimizes memory usage without increasing the operation count.

Our fusion algorithm [12] is a bottom-up dynamic programming algorithm that operates on expression trees. An expression tree has the advantage that the consumer of an intermediate array is the parent node of the producer of that array. Furthermore, all loops are implicit, since the interior nodes in an expression tree represent array operations. For generalizing the fusion algorithm to abstract syntax trees with explicit loops, it is necessary to reconstruct the producer-consumer relationship and recognize any language constructs or code structures that cannot be optimized with the loop fusion algorithm.

3 Algorithm

Our fusion algorithm searches through possible loop fusion configurations between the producers and the consumers of intermediates. When operating on an expression tree, the producer and the consumer of an intermediate are conveniently in a parent-child relationship. In handwritten code, they may be in different loop nests. Furthermore, for handwritten code it is necessary to identify the code fragments on which a loop fusion optimization can safely be performed.
Our memory minimization algorithm for handwritten code runs the loop fusion algorithm on the dependency graph after a series of traversals of the abstract syntax tree that prepare the abstract syntax tree for the fusion algorithm and identify where loop fusion optimizations can safely be performed. After completion of the loop fusion algorithm, we generate a new abstract syntax tree that represents the memory-minimal fused code. Our algorithm consists of the following steps:

- **Canonicalization** moves code containing side effects out of expressions.
- **Region identification** identifies code fragments in which loop fusion optimizations are safe.
- **Subscript inference** computes the indices needed for intermediates in unfused code.
- **Reaching definitions analysis** identifies producers and consumers of intermediate arrays.
- **Loop fusion optimization** identifies the memory-minimal loop fusion configuration.
- **Code generation** constructs an abstract syntax tree for the optimal loop fusion configuration.

4 Experimental Evaluation

For demonstrating the effectiveness of our fusion algorithm and compilation framework, we used handwritten code for the 4-index transformation equation:

\[
B[a, b, c, d] = \sum_s (C1[s, d] \times \sum_r (C2[r, c] \times \sum_q (C3[q, b] \times \sum_p (C4[p, a] \times A[p, q, r, s])))
\]

In the handwritten code, all loop bounds are compile-time constants and loops may or may not have been fused. The experiments were performed on a quad-core Intel Xeon machine with 12GiB of memory and with the tensor dimensions chosen, such that the unfused code required up to 8.5GiB.

This code is then optimized by our loop fusion algorithm, such that the storage requirements for intermediate tensors are minimized. This results in increased temporal locality between producer and consumer, but causes poor temporal locality within a contraction because of the elimination of entire tensor dimensions. Dimensions that were eliminated were then manually expanded to tiles to improve temporal locality within a contraction while staying within the memory limit. The inner-most loop nests, which now represent the tensor contraction on a tile, were then manually replaced by index permutation and matrix multiplication library calls. We generated versions of the code for single-core, multi-core, and GPU architectures.

We compared the performance of the code resulting from our optimization approach with code produced using polyhedral model optimization. For single-core and multi-core code, we compared against code generated by Pluto, Version 0.9.0-36-g5fb218a [3]. For GPUs, we compared against PPCG, Version
As input to these tools we used both unfused and fused code. In all cases, the code generated by our optimization approach outperformed the code generated by the polyhedral model optimizers by at least a factor of two.
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