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a b s t r a c t

Current classification algorithms usually do not try to achieve a balance between fitting and

generalization when they infer models from training data. Furthermore, current algorithms ignore

the fact that there may be different penalty costs for the false-positive, false-negative, and unclassifiable

types. Thus, their performance may not be optimal or may even be coincidental. This paper proposes a

meta-heuristic approach, called the Convexity Based Algorithm (CBA), to address these issues. The new

approach aims at optimally balancing the data fitting and generalization behaviors of models when

some traditional classification approaches are used. The CBA first defines the total misclassification cost

(TC) as a weighted function of the three penalty costs and the corresponding error rates as mentioned

above. Next it partitions the training data into regions. This is done according to some convexity

properties derivable from the training data and the traditional classification method to be used in

conjunction with the CBA. Next the CBA uses a genetic approach to determine the optimal levels of

fitting and generalization. The TC is used as the fitness function in this genetic approach. Twelve real-

life datasets from a wide spectrum of domains were used to better understand the effectiveness of the

proposed approach. The computational results indicate that the CBA may potentially fill in a critical gap

in the use of current or future classification algorithms.

& 2010 Elsevier Ltd. All rights reserved.
1. Introduction

The capacity and capabilities of systems for data storage and
analysis have increased dramatically in recent years. The typical
setting of interest in this paper involves availability of some
historic data. Such data describe observations about a system or
phenomenon. Each observation belongs to one of two classes,
which will be referred to, without loss of generality, as the
positive and negative classes. This is not a real restriction as any
multi-class problem reverts to a number of two-class problems
(see, for instance, [1–3]). Then the main problem is to use such
historic data (also known as the training data) to infer a model
that would accurately classify new observations of unknown class
values.

Many theoretical and practical developments have been made
in the last years regarding the development of approaches for
inferring classification models from training data. The most recent
approaches include the Statistical Learning Theory [4], Artificial
Neural Networks (ANNs) [5,6], Decision Trees (DTs) [7–9], and
ll rights reserved.
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Support Vector Machines (SVMs) [10,4]. In such classification
approaches, there are three different types of possible errors:
�
 The false-negative type, where a data point that in reality is
positive is predicted as negative.

�
 The false-positive type, where a data point that in reality is

negative is predicted as positive.

�
 The unclassifiable type, where the classification approach

cannot predict a new point. This happens due to insufficient
information being extracted from the historic dataset.
Current classification approaches may work well with some
training datasets, while they may perform poorly with other
datasets for no obvious reason. Pham and Triantaphyllou [11–13]
argued that such approaches usually did not try to achieve a
balance between fitting and generalization when they inferred
models from datasets. Thus, the models they infer may suffer
from overfitting and overgeneralization problems, and this causes
their poor performance. Overfitting occurs when a model can
accurately classify data points that are very closely related to the
training data but performs poorly with data that are not closely
related to the training data. Overgeneralization occurs when a
model erroneously claims to be able to accurately classify vast
amounts of data that are not closely related to the training data.
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Usually, current classification approaches attempt to minimize
the sum of false-negative and false-positive error rates without
considering these two error rates in a weighted fashion. They also
do not consider the case of having unclassifiable instances. To
appreciate the magnitude of this situation, let us consider, for
instance, the case of a diagnostic system for some serious diseases
(say some kind of aggressive cancer). In a case like this a false-
positive diagnosis would subject a patient to some emotional
challenge and unnecessary medical tests and treatments. On the
other hand, a false-negative diagnosis may cause loss of critical
time, which in turn may turn out to be fatal to the patient. It is
reasonable to argue here that these two cases of diagnostic errors
should be associated with significantly different penalty costs
(i.e., much higher for the false-negative case). Similar situations
may occur when approving large lines of credit (as the current
financial crisis is demonstrating), in oil exploration, issuing
evacuation orders to avoid natural disasters (such as when a
hurricane is approaching a vulnerable area), classification of
targets as enemy or not, and so on. The type of unclassifiable cases
is more subtle. Now the system does not make any diagnosis due
to limited input information. However, in an extreme case a
system may avoid any false-positive and false-negative types by
reverting to unclassifiable outcomes for most diagnostic in-
stances. That is, such a system would offer advice only when a
new instance is of an obvious nature (i.e., either clearly positive or
clearly negative) and avoid any challenging instance. This would
result in high numbers of unclassifiable cases. Thus, this outcome
should be related to a penalty value as well.

Pham and Triantaphyllou in [11–13] recognized the previous
problems related to the above three error types and the need to
have different penalty costs associated with them. Furthermore,
given the three penalty costs, an optimal or near optimal total
misclassification cost (TC) could be reached if the fitting and
generalization behaviors of the inferred models were treated
differently for the positive and negative training data. They
achieved this by first identifying regions in the space of the
training data where the training data are located in a rather
homogenous manner. A region of the data is considered as
homogenous if it can be divided into sub-regions of the same size
whose densities are approximately equal. Next, they applied
existing classification methods on the training data within such
homogenous regions, and the final model was an aggregation of
the models inferred from such regions. This method was called
the Homogeneity Based Algorithm (HBA). In computational
experiments reported in [12,13], the HBA performed rather well.
That is, the TC was reduced quite significantly when compared
with the application of some traditional approaches without the
use of the HBA.

However, a problem with the HBA is that it may require
excessive computing time. This is due to the way homogenous
regions are determined. For the HBA, Greig’s approach of
quadrants [14] was used to determine whether a region is
homogenous or not. This step strongly depends on the dimen-
sionality (i.e., primarily the number of attributes) of the training
data. This is the reason why the HBA may be impractical for data
of high dimensionality.

The new approach (i.e., the CBA) bypasses this problem by
considering the classification of some strategically selected
points outside the training dataset. Now the partitioning
procedure does not depend on the dimensionality of the training
data. The new method is much faster but the derived systems may
not be as accurate as the ones achieved by the HBA, but still more
accurate than the stand alone traditional classification
approaches. However, the CBA may be used to derive systems
in situations where the HBA cannot work due to excessive
computing time.
The rest of the paper is organized as follows. The next section
summarizes some related developments regarding model fitting
and generalization. The third section provides a description of the
main research problem and the fundamental assumptions for the
CBA. The proposed methodology is highlighted in the fourth
section. This section shows how a balance between fitting and
generalization has the potential to enhance the classification
accuracy of existing classification algorithms. The fifth section
discusses some promising computational experiments. Finally,
the last section summarizes the main contribution and offers
directions for future research.
2. Some related developments

The following classification approaches have typically focused
on minimizing the sum of the false-positive and false-negative
error rates without considering the two error rates in a weighted
fashion. They do so by controlling either fitting or generalization.
Decision Tree (DT) approaches use one of two methods: pre- and
post-pruning methods to control the fitting or generalization
problems. Under the pre-pruning approaches described in
[15–19], the approach for growing a tree is halted by some early
stopping rules before generating a fully grown tree. That is,
pruning occurs during the tree growing phase. The post-pruning
approaches described in [7–10,20–23] operate in the reverse
direction, allowing a DT to first grow to its maximum size, and
then they work from the bottom up by trimming branches
deemed as weak according to some evaluative criteria until no
such branches remain. However, DT approaches have met with
difficulty in choosing a suitable threshold value for the stopping
or trimming criteria. The threshold values in the above studies
have been proposed for particular applications rather than as a
general threshold value.

In order to control the fitting or generalization problems, Rule-
Based Classifiers, which directly infer classification rules from a
training dataset, use one of two strategies: general-to-specific or
specific-to-general. Under these two strategies, as described in
[24–26], a classification rule is initialized by either finding all
possible candidates or randomly choosing some candidates. The
rule is then refined until some stopping criteria are met. The
derived rules are treated by an approach described in [27].
Specifically, the approach first estimates the resemblance
between each data point in the calibration dataset and the rules.
Next, the results are used to exclude redundant attributes and
rules. However, as with the DT case, the above approaches have
difficulty in choosing a suitable threshold value for the stopping
criteria.

K-Nearest Neighbor Classifiers, as described in [28,29], find K

training points that are relatively similar to a testing point in
order to determine its class value. The way for choosing the value
for K affects the accuracy of these approaches [30,31]. A non-
suitable value for K can lead to either overfitting or over-
generalization [32].

Bayes Classifiers use the modeling probabilistic relationships
between the attribute set and the class variable for solving
classification problems. There are two well-known implementa-
tions of Bayesian Classifiers. First, Naı̈ve Bayes Classifiers (NBCs)
assume that all attributes are conditionally independent, given
the value of the class variable. Second, Bayesian Belief Networks
(BBNs) allow for pairs of attributes to be conditionally dependent
when the value of the class variable is known. The BBNs described
in [33–38] improve their classification accuracy by relaxing some
independence assumptions. However, these approaches may
quickly degrade to overfitting when one probabilistically com-
bines the data with prior knowledge.
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The goal of an Artificial Neural Network (ANN) is to determine
the weights of the network in order to minimize the total sum of
squared differences between the expected and the predicted
outputs. During the training phase of an ANN, the weight
parameters are adjusted until the outputs of the perceptron
become consistent with the true outputs of the training datasets
[5,6]. The importance of choosing an appropriate ANN topology
for a given problem can affect the accuracy of such approaches
[39–42]. An inappropriate ANN topology may lead to either
overfitting or overgeneralization.

The basic concept behind Support Vector Machines (SVMs) is
to find a maximal margin hyperplane or set of hyperplanes that
can separate training points [4,43,44]. In general, SVMs attempt to
formulate learning as a convex optimization problem for which
efficient algorithms are available to find a global solution. For
many datasets, however, an SVM cannot formulate the learning
problem as a convex optimization problem because of excessive
misclassifications. This may lead to overgeneralization.
3. Formal problem definition and fundamental assumptions

3.1. Problem description

Let us denote as CFP, CFN, and CUC the penalty costs for the false-
positive, the false-negative, and the unclassifiable types, respec-
tively. The values for these parameters depend on the particular
application under consideration. Let RateFP, RateFN, and RateUC be
the false-positive, the false-negative, and the unclassifiable rates,
respectively. The problem addressed in this paper is how to
modify an existing classification model such that the following
weighted TC (i.e., the total misclassification cost) will be
minimized or significantly reduced:

TC ¼minðCFP � RateFPþCFN � RateFNþCUC � RateUCÞ: ð1Þ

Next, some key assumptions are described.

3.2. Fundamental assumptions in the development of the CBA

The CBA assumes that all attributes in a dataset are numerical.
If the data are not numerical, then there are procedures for
converting them into equivalent numerical data. This cannot be
done for all cases as ordering relations in the converted numerical
data may impose undesirable effects into the data. The interested
reader may refer to the recent book [45] for a discussion on some
related key problems in data analysis.

The HBA, as described in [11–13], identifies regions in the
space of the training dataset where training points are located in a
homogenous manner. It is this step of the HBA that makes it
computationally expensive. Instead of the concept of homogenous
regions, the new approach (i.e., the CBA) uses the concept of
convex regions as defined by Melnik [46]. Notice that regions
derived from a given classification approach are also called
decision regions. A region is convex if and only if for every pair
of points within the region, every point along the line segment
between them is also within the region. A concave region is
complementary to a convex region.

Melnik’s approach represents the training dataset as a graph.
Any node of this graph uniquely corresponds to a training data
point from the training dataset and vice versa. Thus, we have
positive nodes and negative nodes depending on whether they
correspond to positive or negative training data points, respec-
tively. Two positive nodes are considered to be connected in this
graph if and only if the following test is satisfied. First, we
consider the line segment in the data space that connects these
two nodes. Next, we sample along this line segment according to a
predefined step length. The sample points defined in this way are
classified according to the given classification approach. If all of
these points are of the same class value as the two nodes, then we
say that these two nodes are connected with each other.
Otherwise, they are not connected. A similar graph can be defined
for the negative training data points.

A clique in this graph corresponds to a set of training data
points that can be connected with each other in any possible pair.
Therefore, in the way defined by Melnik [46] such a clique
corresponds to a convex region, while remaining parts of this
graph not forming such cliques are considered as concave regions.
The CBA approach uses this type of convex regions as a substitute
for the homogenous regions applied in the more time consuming
HBA approach. However, there are a number of differences
between the convex regions described above and the homogenous
regions used in the HBA.

The ways in which a convex region and a homogenous region
are determined are different. That is, each homogenous region is
determined by training data points located in a homogeneous
manner [11–13]. However, each convex region includes training
data points not necessarily located in such a manner.

The convex regions depend on two other factors that do not
apply to the homogenous regions. The first factor is the number of
sample points used to examine a connection between two
positive (or two negative) nodes. If many points along the line
segment between the two nodes are sampled, then the assump-
tion that there is a connection between the two nodes is more
accurate. Hence, we can have more confidence in the results when
we work with the derived convex regions. This kind of sampling
may, however, result in excessive computing time. Conversely, if
too few points are sampled, then points belonging to different
class values may be overlooked, thereby decreasing the accuracy
of the assumption. A heuristic way to determine sample points is
discussed in Section 4.1. The second factor is the accuracy of the
original model obtained from a given classification approach. If
the original model is inaccurate, then the sample points used to
examine a connection between two nodes are classified less
accurately, thereby decreasing the validity of the assumption. This
could make the derived convex regions to be inaccurate in some
cases.

The above observations indicate that the CBA may not always
be superior to the HBA when it comes to improving the accuracy.
Thus, classification models derived from the CBA may not be as
accurate as those of the HBA. However, because the convex
regions do not depend on the dimensionality of the training
points, the CBA is much faster than the HBA.

Similar to the concept of the homogeneity degree used in the
HBA, each convex region in the CBA is associated with a density
measure, called convex density (CD). This value measures the
density of the training points within a given convex region. An
appropriate definition of CD value is discussed in Section 4.2.

The key assumptions for the CBA are summarized as follows. If
an unclassified point is covered by a convex region that has a high
CD value, then that point may be more accurately assumed to be
of the same class value as the nodes (or training points) within the
convex region. On the other hand, the performance of a given
classification approach may be enhanced when regions derived
from the original approach are convex regions that have high CD

values. This could be done if such regions are used to find an
optimal balance between fitting and generalization.
4. Proposed approach—the CBA

Assume that two classification models denoted as M1 (one for
positive data and the other for negative data) and a training
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dataset T are given. The desired goal of the CBA is to enhance
models M1 in order to obtain an optimal TC as described in Eq. (1).
There are five control parameters used in the CBA.
�
 Two expansion coefficients a+ and a� to be used when
expanding positive and negative convex regions, respectively.

�
 A breaking threshold value b+ to be used when determining

whether a positive convex region should be broken. A similar
concept is applied on the breaking threshold value b� for
negative convex regions.

�
 A density threshold value g to be used when determining

whether a region is convex.

�
 The main steps of the CBA are depicted in Fig. 1 and are

summarized in terms of the following phases.

�
 Phase 1 (Steps 1 and 2): Normalize the values of the attributes

in T. Normalization is due to the fact that the Euclidean
distance is used in the CBA. This distance requires that T’s
attributes should be defined in the same unit (i.e., as
percentages). Next, the CBA divides T into two random sub-
datasets: T1 whose size is, says, 90% of T’s size and T2 whose
size is the remaining (i.e., 10%) of T’s size. These percentages
can be determined empirically by trial and error. Finally, the
CBA randomly initializes the four parameters (a+ , a� , b+, b).

�
 Phase 2 (Step 3): Define the graphs and represent them as two

connectivity matrices for the positive and the negative points
in T1 using the method described in Section 3.2. Next, we use
clustering to identify concave and convex regions from the two
graphs. These regions are represented by smaller connectivity
matrices extracted from the above matrices.

�
 Phase 3 (Steps 4–7): Break the concave regions obtained in

Phase 2 into convex regions. The breaking task is used because
concave regions do not describe the interrelationship of
training points as convex regions [46]. A heuristic algorithm
for this task is shown in Section 4.3. Step 5 starts with
computation of CD values of the convex regions. Some convex
regions are broken again if their CD values are less than either
b+ (for positive regions) or b� (for negative regions). For
example, we may have a convex region whose nodes are
separated into two groups that are far away from each other.
Under this consideration, the CD value of the convex region
might be too small. Thus, it should be broken into smaller
convex regions. Step 7 covers the convex regions by
Input: The positive and negative classification models M
value γ, and the three cost coefficients CFP, CFN, and CUC.

1. Normalize T and divide T into two random sub-datasets: 
dataset T2.

2. Randomly initialize the values of the four parameters (α+,
3. Define the positive and negative graphs for T1 and use clu

from these graphs. 
4. Break concave regions (if any) into convex regions. 
5. Compute the CD values of the convex regions. 
6. Break the convex regions into sub-convex regions, if 

positive and negative data, respectively. 
7. Cover the convex regions obtained in Steps 4 and 6 with h
8. For each hypersphere C in decreasing order of the CD val
            Expand C by using CD(C) and + or - for the positiv
9. Apply the GA approach to Steps 6 to 8 with Equation (1

dataset T2. The GA approach finds the optimal
as ),,,( ****

−+−+ ββαα .

10. Use the optimal values ),,,( ****
−+−+ ββαα  on the

and infer the final pair of models M2.

Output: The positive and negative classification pair of mod

α α

Fig. 1. CBA.
hyperspheres by using the algorithm discussed in Section 4.4.
The covering task is based on the fact that each hypersphere is
determined by a center and a radius. Hyperspheres do not
depend on dimensionality of the training dataset.

�
 Phase 4 (Step 8): Expand the hyperspheres obtained in Phase 3

in decreasing order of their CD values. The expansion
algorithms are shown in Section 4.5.

�
 Phase 5 (Step 9): Apply the genetic algorithm (GA) described in

Section 4.6 to Phases 3 and 4 with Eq. (1) as the fitness
function and T2 as the calibration dataset. The GA approach
finds the four optimal parameters ðaþ� ,a�� ,bþ� ,b�� Þ, given the
three cost coefficients CFP, CFN, and CUC.

�
 Phase 6 (Step 10): Use the optimal parameters ðaþ� ,a�� ,bþ� ,b�� Þ

on the entire training dataset T to repeat Phases 2–4 and infer
the final pair of models M2.
The following sections provide details about the above phases.
4.1. A heuristic to determine sample points

As described in Section 3.2, whether two positive (or two
negative) nodes (training data points) are connected depends on
the classifications of the sample points between the two nodes.
Assume that we are given a training dataset T1 and the positive
and negative models M1. This section shows a heuristic way to
determine these sample points. Assume that a value for d is
defined as follows:

d¼minfEuclidean distance of all pairs of training data points in T1g:

ð2Þ

Two positive (or two negative) nodes are assumed to be
connected if and only if the following test is satisfied. We divide
the line segment between these two nodes into smaller segments
of size d. Sample points derived from the above segmentation are
classified using M1. If all of these points are of the same class value
as the two end nodes, then it is assumed that these two nodes are
connected with each other. A distance equal to d, defined as
above, worked well on our tests when used to sample the line
segment between a pair of end nodes. If the sampling distance
(step) is too large, then we have under-sampled. Conversely, if the
distance is too small, then we have over-sampled.
1, the training dataset T, the density threshold 

the actual training dataset T1 and the calibration 

α-, β+, β -).
stering to identify concave and convex regions 

their CD values are less than β + or β - for the 

yperspheres. 
ues do: 
e and negative data, respectively. 
) as the fitness function and use the calibration 
 values of the four parameters denoted 

 entire training dataset T to repeat Steps 3 to 8 

els M2.
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4.2. Determining whether a region is convex

By using a sampling step of size d as defined in Section 4.1, the
CBA derives positive and negative graphs. Next, the CBA uses
clustering to break a graph into regions. This section describes an
algorithm that is used to determine whether a region is convex
and is depicted in Fig. 2. As discussed in Section 3.2, a convex
region corresponds to a clique whose connectivity matrix includes
all ‘1’s. The connectivity matrix is symmetric and all elements of
the first diagonal are equal to 0 (‘0’ is used here in accordance
with Matlab convention). Thus, whether a region P of size NP is
convex is determined by checking whether P’s connectivity
matrix includes all ‘1’s. A softer condition for P’s connectivity
matrix can be applied. That is, if the percentage of number of ‘1’s
in P’s connectivity matrix is greater than or equal to g, say for g
equal to 0.9, then P is considered to be convex. The value of 0.90
was used for the parameter g as a result of some pilot tests. If a
value closer to 1.0 is used, then more and smaller regions will
qualify to be designated as convex. This would result in more
computing time for the rest of the steps of the CBA and also the
derived models may be affected by overfitting of the training data.
The reverse would happen if the value of g is a rather small
number.

As seen in Step 3 in Fig. 2, each convex region is associated
with a CD value. Tichy [47] proposed CD(P) to be the proportion of
P’s training points over the total number of points in T1 for a given
class value. This definition, however, has its drawbacks. For
instance, Fig. 3 presents some positive and negative training
points in 2-D of a given dataset T1. Suppose that M1 is applied on
T1 and the convex regions are derived. The derived convex regions
are assumed to be the circles A–E as depicted in Fig. 3. Such
regions do not always have to be circles but this is assumed here
for simplicity. According to Tichy’s definition, CD(B) and CD(D)
have the same value, equal to 9/18¼0.5. This is apparently a
contradiction since circle B is denser than D. The value for CD(P) is
directly related to NP and to the average minimum distance to
neighbors denoted as h, which is defined as follows:

h¼
XNP

i

minðdiÞ

NP
: ð3Þ

The notation min(di) in Eq. (3) is the Euclidean distance
between each node and its nearest neighbor. If P has a higher NP

value and a smaller h value, then P is denser. We propose CD(P) to
be calculated as follows, where D is the number of dimensions of
the training points in T1:

CDðPÞ ¼
lnðNPÞ

hD
: ð4Þ

Eq. (4) shows that if NP increases, then CD(P) slightly increases
since P has more nodes. Furthermore, if h decreases, then P’s
nodes are closer together. This leads to an increase in the value of
CD(P). Hence, CD(P) is inversely proportional to h, while CD(P) is
directly proportional to ln(NP). The function ln(NP) achieves
a slighter effect of NP on CD(P). For instance, the CD(A), CD(B),
CD(C), CD(D), and CD(E) values for Fig. 3 now are equal to
Input: Region P of size NP and the density threshold val

1. Consider P’s connectivity matrix denoted as L. 
2. Set num = the number of 1’s in L. 
3. If 

)1( −× PP NN

num ≥ , then P is convex and CD(P) is com

Output: Whether P is convex. 

Fig. 2. Algorithm for determining
lnð16Þ=12
� 2:77, lnð9Þ=12

� 2:19, lnð4Þ=12
� 1:38, lnð9Þ=22

� 0:55,
and lnð4Þ=12

� 1:38, respectively. Intuitively, these density values
make better sense than the ones derived from Tichy’s definition.
4.3. A heuristic algorithm for breaking a region into convex regions

The problem of finding the minimum number of convex
regions that cover a concave region P of size NP is similar to a form
of the set cover problem, an NP-complete problem [48]. Melnik
[46] proposed the Hamming distance for breaking P into smaller
convex regions. The Hamming distance between two strings is
defined by the number of positions for which corresponding
attributes are different. If the Hamming distance between a pair of
rows in P’s connectivity matrix is small enough, then Melnik
groups the nodes together. However, this method does not take
into account the distances between P’s nodes as constraints for
grouping them. Thus, Melnik’s approach may derive convex
regions that overlap with each other.

A heuristic approach for breaking a region into a set of convex
regions is proposed in Fig. 4. This approach is based on
Hierarchical Clustering (HC) as described in [49–51]. HC is a
deterministic approach and produces a hierarchy of clusters
represented by a dendrogram. This dendrogram may be used to
partition a dataset (of size Np) into K desired clusters, where
K¼1, 2,y, or Np (see also [51]).

The algorithm depicted in Fig. 4 may end up with Np clusters
(in the degenerative case), each defined on a single data point
only. This would happen if no partition of the dataset with convex
regions was produced or the derived convex regions had CD

values that were too small because the current breaking threshold
ue . 

puted by Equation (4). 

whether a region is convex.



Input: A concave or convex region P of size NP (in the form of a graph) and the breaking threshold values 
β+ or β - (for positive or negative data, respectively). 

1. Use the HC approach to produce a dendrogram with a hierarchy of all possible clusters (the maximum 
number of which is equal to NP).

2. For K = 1 to NP do 
3. Begin {for} 
4.     Use the dendrogram produced by the HC approach to partition the region P into K clusters. 
5.     If all of these regions are convex, then 
6.             If their CD values are greater than or equal to the breaking threshold value (β + or β -), then these 

regions are returned and we stop the iterations. 
7. End {for} 

Output: A set of convex regions.

Fig. 4. Heuristic algorithm for breaking a region.
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values were inadequate (i.e., they were too large). If this is the
case, then the GA approach will run again as the fitting function
given as Eq. (1) would suffer gross overfitting of the data.
Successive runs of the GA approach should converge to an optimal
(or near optimal) set of threshold values and thus the final
partition would represent a balance between overfitting and
overgeneralization, or in other words, the misclassification total
cost would be minimum or very small.

4.4. A method for covering a convex region by a hypersphere

A hypersphere can cover a convex region by using the linear
algorithm developed by Ritter [52]. Let us consider a convex
region P of size NP. A hypersphere that covers P is determined by a
center CP and radius RP. The algorithm is initialized by a good
guess for creating a hypersphere B1 for P. This is done by finding
two nodes of P that are far from each other and using the line
between them as the initial diameter. Let CP be located at the
center of the diameter and RP be half the length of the diameter.
Next, each node Si +1 of P is tested for inclusion in the current
hypersphere. This is done by checking whether its distance from
CP is less than or equal to RP. If Si + 1 is in Bi, then Bi + 1¼Bi, and the
algorithm goes to the next node. Otherwise, Bi is expanded just
enough to include itself as well as Si + 1. This is done by drawing a
line from Si +1 to the current center CP of Bi and extending it
further to intersect the far side of Bi. This segment is then used as
the new diameter for an expanded hypersphere Bi + 1 and CP is
relocated at the center of the new diameter.

4.5. Methods for expanding a hypersphere

This section shows how to expand a hypersphere F of size NF

using the value of CD(F) and the expansion coefficient. In order to
illustrate the expansion approach, consider the example depicted
in Fig. 5, which is based on the one shown in Fig. 3.

Recall that the CD values for the convex regions A–E are
2.77, 2.19, 1.38, 0.55, and 1.38, respectively. Let the two breaking
threshold values b+ and b� be 0.5 (both equal). No convex
regions are broken because their CD values are greater than the
breaking threshold values. Let the two expansion coefficients a+

and a� be 2.00 (both equal). In decreasing order of CD values, the
regions A, B, C, E, and D are expanded as shown in Fig. 5. The
expanded regions are covered by the solid line circles (or
hyperspheres) as discussed in Section 4.4. Regions A and D are
portrayed as they are initially. This is due to the fact that at the
first expansion step region A intersects region E. Similarly,
region D intersects region A.

There are two types of expansion: a radial expansion in which
a hypersphere F is expanded in all directions and a linear
expansion in which a hypersphere F is expanded in a certain
direction. The following section shows in detail these two
expansion types.

4.5.1. Radial and linear expansions

Let M be a region that is expanded from F. Let RF and RM denote
the radiuses of F and M, respectively. In the radial expansion
algorithm depicted in Fig. 6, RF is increased by a step-size

increment denoted as W. One gets

RM ¼ RFþW : ð5Þ

Using a dichotomous search methodology, Pham and
Triantaphyllou [11–13] proposed a value for W as described in
Eq. (6). If CD(F) is less than one, then an additional parameter Q is
applied. This parameter ensures that the step-size increase is not
too fast. Furthermore, if CD(F) is too small, F is not expanded:

W ¼
RG�RF

2

1

Q � CDðFÞ
: ð6Þ

Thus, when one substitutes Eq. (6) back into Eq. (5), RM

becomes

RM ¼ RFþ
RG�RF

2

1

Q � CDðFÞ
: ð7Þ

Let us consider the example indicated in Fig. 7 which is based
on the one shown in Fig. 5. Assume that Q is 1.00. A closer



Input: Hypersphere F of density CD(F) and radius RF, and the expansion coefficient α+ or α- (for positive 
or negative regions, respectively). 

1. Set M = F (i.e., RF  = RM).    /*initialization*/ 
2. Set hypersphere G covering M with radius RG = 2 × RM. 
3. Repeat 
           Set E = M (i.e., RE  = RM). 
           Expand M by using Equation (7). 
    Until (RM satisfies the stopping conditions discussed in Section 4.5.2 or RM = RG). 
4. If RM satisfies the stopping conditions, then STOP. 
    Else, go to Step 2. 

Output: An expanded region E.

Fig. 6. Algorithm for radial expansion.
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Fig. 7. Example for the radial expansion algorithm.
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examination of Fig. 7 reveals that circle B (i.e., the one-line circle
with RB¼1.8019) is covered by three circles: a double-line circle G

with RG¼1.8019�2¼3.6038, a solid-line circle that shows the
final expanded region, and a dashed-line circle M of radius RM

given as follows:

RM ¼ RFþ
RG�RM

2

1

Q � CDðBÞ

¼ 1:8019þ
3:6038�1:8019

2

1

1� 2:19
� 2:2133:

Eq. (7) computes the following successive values for RM:
2.5308, 2.7758, 2.9648, and so on, until RM is 3.6036. At that
moment, the iterations are terminated because of the stopping
conditions discussed in the next section.

The linear type first expands hypersphere F into hypersphere
M using the radial expansion. Next, M is expanded in a given
direction using the radial approach until it satisfies the stopping
conditions (given next). The final region is the union of all
expanded regions.

4.5.2. Description of the stopping conditions

The stopping conditions for expanding a hypersphere F of size
NF into M depend on CD(F) and the expansion coefficient a+ or a�

(for positive or negative regions, respectively). If CD(F) is high,
then a hypersphere F is expanded wider. However, the expanded
region should not be too wide as this may lead to the
overgeneralization problem. We propose that the radius RM

should not be greater than the product of the following terms:
CD(F), a+ , and RF. The stopping conditions also include that M

should not intersect other regions. This can be determined while
expanding M. The expanded region M can accept several noisy
points if CD(F) is high enough. Thus, for positive regions the radial
expansion approach is stopped if any one of the following two
conditions is not satisfied:

RM rCDðFÞ � RF � aþ and the number of noisy points within M is

less than or equal to CDðFÞ � aþ : ð8Þ

A similar equation exists for negative regions:

RM rCDðFÞ � RF � a� and the number of noisy points within M is

less than or equal to CDðFÞ � a�: ð9Þ

4.6. A genetic algorithm (GA) to find optimal values of the control

parameters

The four parameters (a+ , a� , b+ , b�) control the number of
misclassification cases for the final classification models. Since the
ranges for the four parameters depend on each individual
application, the search space might be too large. An exhaustive
search could be impractical.

The GA approach is of the type described in [53,54] and has
been applied to find the optimal parameters denoted as
ðaþ� ,a�� ,bþ� ,b�� Þ. The use of the GA approach for the CBA was
decided because the objective function (i.e., Eq. (1)) of the CBA
may have multiple extreme points as the error rates may vary
across the input data space in ways that cannot be expressed by
usual mathematical functions.

At each step, the GA approach selects chromosomes from the
current population as parents for the next population and uses
them to produce (via crossover and mutation operations) children
for the next generation. The selection of parents is done using
Eq. (1) as the fitness function and the set T2 for calibration. Each
chromosome consists of four genes that correspond to the four
control parameters (a+ ,a� ,b+ ,b�). The initial population size
was 20 (this size was determined empirically). One of the 20
chromosomes was initialized to values (1, 1, 0, 0). When the value
of a+ or a� is equal to 1, this indicates no expansion of a region is
required. Similarly, when the value of b+ or b� is equal to 0, this
indicates no breaking of a region is required. Over the given
number of generations, the population evolves toward an optimal
chromosome.

A crossover function creates children by combining pairs of
parents from the population. At each coordinate of a child, the
crossover function randomly picks the gene up at the same
coordinate from one of the parents and then assigns it to the child.
The mutation function creates a child (g1, g2, g3, g4) by changing
the genes of the parent chromosome (a+ ,a� ,b+ ,b�). Let us



g1 g2 g3 g4

(((2 OR 1) OR 0) AND 3) = 3   (((1 OR 1) OR 0) AND 3) = 1  (((5 OR 3) OR 0) AND 10) = 2  (((7 OR 7) OR 0) AND 10) = 2

Fig. 8. Example of the mutation function.
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consider the first two genes a+ and a� , which are in the range
[a, b], while the last two genes b+ and b� are in the range [c, d].
The mutation function first randomizes a chromosome (t1, t2, t3, t4)
using a Gaussian distribution (this distribution was selected
empirically by trial and error). Next, genes of the mutation child
are created using Eqs. (10) and (11). These equations attempt to
generate genes that are quite different from the parent genes.
Furthermore, these equations try to prevent the mutated genes
from assuming values outside the valid ranges of the four key
control parameters described above.

g1 ¼ ððaþ OR t1Þ OR aÞ AND b and g2 ¼ ðða� OR t2Þ OR aÞ AND b:

ð10Þ

g3 ¼ ððb
þ OR t3Þ OR cÞ AND d and g4 ¼ ððb

� OR t4Þ OR cÞ AND d:

ð11Þ

In order to help motivate the use of the mutation function, we
consider the parent chromosome (a+ ,a� ,b+ ,b�) to be (2, 1, 5, 7).
Assume that (a+ ,a�) is in the range [0, 3], while (b+ ,b�) is in the
range [0, 10]. Suppose that the chromosome (t1, t2, t3, t4) created
using a Gaussian distribution is (1, 1, 3, 7). The mutation child is
presented in Fig. 8. In this figure, (g1, g2, g3, g4) is equal to
(3, 1, 2, 2).

Under the above settings, the GA approach runs during
successive iterations and stops if there is no successive improve-
ment for the fitness function.
5. Complexity analysis

Next, we analyze time complexity of the CBA for the general
case. Let N be the number of training points in T. Step 1
normalizes T and then divides T into T1 and T2. This takes linear
time on the size of T or O(N). Step 2 takes O(1). Step 3 defines the
positive and negative graphs for T1 and takes O(N3) time [46].

Steps 4 and 6 operate in the same manner. These steps break
either a concave or a convex region into smaller convex regions.
The breaking algorithm depicted in Fig. 4 is related to the
algorithm depicted in Fig. 2. Each iteration of the breaking
algorithm includes two steps: breaking a region into smaller
regions using the hierarchical clustering approach and determin-
ing whether a region is a convex region. The time complexity of
the hierarchical clustering approach is O(N2) [49,50]. The time
complexity for determining whether a region is a convex region is
O(N2). Thus, the time complexity of Steps 4 and 6 is O(N3). The
time complexity for Step 5 includes the time complexity of the
breaking algorithm.

Each convex region is covered by a hypersphere using Ritter’s
linear algorithm. Thus, Step 7 takes O(N2) time. Step 8 expands
convex regions by using the algorithm depicted in Fig. 6. There are
two loops on Lines 3 and 4 of the algorithm. The loop on Line 3 is
inside the loop on Line 4. The quadratic time applies to the loop
on Line 3. Thus, the total time complexity of Step 8 is O(N3). Step 9
applies the GA approach on Steps 6–8. We assume that the GA
approach is executed for 100 generations. Thus, the time
complexity of the GA approach is O(100�N3)¼O(N3) [53]. Step
10 repeats Steps 3–8 with the four optimal parameters
ðaþ� ,a�� ,bþ� ,b�� Þ on T. This step makes the total time complexity
of Steps 3–8 equal to O(N3)+O(N2)+O(N2)¼O(N3). Therefore, the
overall time complexity of the CBA is equal to O(N3).
6. Some empirical studies

This section starts with a brief summary of the CBA. Please
recall that for a given classification approach, the CBA first
represents a given training dataset as two graphs: one for the
positive data and one for the negative data. Next, the CBA
analyzes these two graphs using clustering to identify concave
and convex regions in the training data. Any concave regions are
broken into convex ones. Densities of the convex regions (for the
positive and the negative data points) are used to shrink or
expand these regions. This is done using a GA approach in a way
that attempts to minimize the total misclassification cost by
determining an optimal balance between fitting and general-
ization. This is achieved by taking into consideration the false-
positive, false-negative, and unclassifiable rates and penalty costs
as expressed in Eq. (1).

6.1. Datasets and the environment for the experiments

The original classification algorithms used in the experiments
were SVMs, ANNs, and DTs. For a given 3-tuple of error penalty
costs (CFP, CFN, CUC), each original algorithm was run alone and also
in conjunction with the HBA [11–13] and with the CBA. We used
the four-fold cross-validation method to analyze their perfor-
mance. The TCs obtained from the original algorithms and those in
conjunction with the HBA and with the CBA when applied on the
same dataset were compared.

The experiments used the 12 datasets found in [55–57]. The
results of some previous studies on these datasets are shown in
Table 1. These datasets were selected because current
classification algorithms have analyzed them with variable
success and are considered as a kind of benchmark datasets. In
the experiments, a given dataset T was normalized using Eq. (12),
so all units are dimensionless. The term Ti,j in this equation shows
the value of the data point i in terms of attribute j in T. A
coefficient equal to 10,000 units was applied in Eq. (12) instead of
100 units. This was due to the fact that if the percentage
normalization was applied directly, then the value normalized
this way might be too small. Such small values might lead to
difficulties in comparisons and computations.

Ti,j ¼
Ti,j � 10,000P

i

Ti,j
ð12Þ

The CBA assumed that b+ and b� were in the range [0, 1],
while a+ and a� were in the range [0, 30]. These ranges were
determined empirically. The experiments were run on a PC with a
CPU of 2.8 GHZ speed and 3 GB RAM under the Windows XP
operating system. We used the libraries associated with the
default settings in Matlab [58] to implement the original
algorithms. The following section shows the results on four
families of tests that were based on four different settings of
penalty costs.

6.2. Experimental results

Family #1 of tests—the first family of tests did not penalize for
the unclassifiable type (i.e., its cost is 0), but penalized at the same
level, say of one unit, for the false-positive and false-negative
types. This family of tests was equivalent to the analyses of



Table 1
Datasets used in the experiments.

Dataset No. of points No. of attributes Previous studies Accuracy (%)

Pima Indians Diabetes (PID) [55] 768 8 Early Neural Networks [59] 76.0

IncNet [60] 77.6

Fuzzy approach [61] 77.6

Flexible Neural-Fuzzy Inference System [62] 78.6

Fuzzy Neural Networks [63] 81.8

Statlog Project [64] 78.0

Haberman Surgery Survival (HSS) [55] 306 3 SVMs using linear terms in the objective function [65] 71.2

Proximal SVMs [66] 72.5

Integer SVMs [67] 62.7

Logical functions [68] 66.2

Wisconsin Breast Cancer (WBC) [55] 286 10 C4.5 [9] 94.7

Rule Induction approach [69] 96.0

Linear Discriminant Analysis approach [70] 96.8

SVMs [71] 97.2

Neuro-Fuzzy approach [72] 95.1

Fuzzy-GA approach [73] 97.5

Neuro-Rule approach [74] 98.1

Supervised Fuzzy Clustering [75] 95.6

Fuzzy Artificial Immune Recognition System [17] 98.5

Classification through ELECTRE and data mining [27] 94.4

Liver-Disorder (LD) [55] 345 6 RULES-4 algorithm [76] 55.9

C4.5 [77] 65.5

Reduced SVMs [78,79] 74.9

SVMs [80] 69.2

Least Squares SVMs [81] 94.3

FAIRS [17] 83.4

Statlog Heart (SH) [55] 270 13 Different approaches in Statlog Project [82] 76.7

Attribute weighted artificial immune system [83] 87.4

Australian Credit Approval (ACA) [55] 690 14 C4.5 [34] 85.7

Eight genetic programming approaches [84] 83.0

Different approaches in Statlog Project [85] 86.9

Extend Naive Bayes [86] 76.7

SVMs [87] 85.5

Appendicitis (AP) [57] 106 7 Predictive Value Maximization approach [57] 89.6

Fuzzy Rule-Based Classification System [88] 84.0

Nefclass [89] 87.7

FourClass [56] 862 2 Fuzzy Kernel Multiple Hyperspheres [90] 99.8

KNN-SVM [91] 100.0

German Credit Data (GCD) [55] 1000 24 Graph-based relational concept learner [92] 71.5

DTs [93] 72.9

SVMs [87] 77.9

Ionosphere (INS) [55] 351 34 Features selection in conjunction with ANNs and KNNs [94] 90.6

Integration between fuzzy class association rules and SVMs [95] 89.2

Parkinsons (PA) [55] 195 23 ANNs [96] 81.3

SVMs [97] 91.4

SPECTF [55] 267 45 CLIP 3 [98] 77.0

Rough set-base multiple criteria linear programming [99] 68.0
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previous studies. Thus, the objective function in this family was
assumed to be

TC ¼minð1� RateFPþ1� RateFNÞ:

The results for this family of tests are presented in Table 2. This
table shows the three failure rates (as percentages) and the TCs
obtained under various algorithms. The column ‘‘Improvement 1’’
shows any improvements (as a percentage) of the TC achieved by
the HBA when compared with that of the original algorithm. The
column ‘‘Improvement 2’’ shows any improvements (as a
percentage) of the TC achieved by the CBA when compared to
that of the original algorithm. Values in the columns
‘‘Improvement 1’’ and ‘‘Improvement 2’’ are defined by the
percent decrease between the TC achieved by the original
algorithm and the TC obtained from the HBA and CBA,
respectively. Similarly, the column ‘‘Improvement 3’’ shows any
improvements (as a percentage) of the TC achieved by the
CBA when compared with that of the HBA. Each value in this
column is defined by the difference between the corresponding
values in the columns ‘‘Improvement 1’’ and ‘‘Improvement 2.’’ A
negative or zero value in column ‘‘Improvement 3’’ shows that
the CBA in terms of TC values had no improvement when
compared to that of the HBA. The above notation is also used in
Tables 3–9.

In particular, Table 2 shows that the HBA, when applied on the
PID, HSS, WBC, LD, AP, and FourClass datasets, found the average
TCs to be less than those of the original algorithms by about 85.9%,
57.4%, 55.4%, 87.2%, 100.0%, and 26.2%, respectively. The results
show that the HBA could not run (i.e., it is N/A) with the SH, ACA,
GCD, INS, PA, and SPECTF datasets because of its excessive



Table 2
TC¼min(1�RateFP+1�RateFN).

Dataset Algorithm Original algorithm Original algorithm in conjunction with the

HBA

Original algorithm in conjunction with the CBA

RateFP RateFN RateUC TC RateFP RateFN RateUC TC Improvement 1 RateFP RateFN RateUC TC Improvement 2 Improvement 3

PID SVM 0.5 31.3 1.0 31.8 7.3 0.0 59.4 7.3 77.0 26.0 5.2 1.0 31.3 1.6 –75.4

DT 5.2 29.7 0.0 34.9 2.6 0.0 71.4 2.6 92.5 18.2 4.2 15.6 22.4 35.8 –56.7

ANN 3.1 22.9 11.5 26.0 3.1 0.0 71.4 3.1 88.0 8.3 7.8 22.9 16.1 38.0 –50.0

HSS SVM 26.0 5.2 5.2 31.2 0.0 10.4 44.2 10.4 66.7 27.3 1.3 0.0 28.6 8.3 –58.3

DT 19.5 15.6 0.0 35.1 0.0 15.6 26.0 15.6 55.6 26.0 1.3 2.6 27.3 22.2 –33.3

ANN 18.2 10.4 11.7 28.6 0.0 14.3 27.3 14.3 50.0 22.1 3.9 16.9 26.0 9.1 –40.9

WBC SVM 0.0 27.8 8.3 27.8 11.1 1.4 47.2 12.5 55.0 0.0 15.3 11.1 15.3 45.0 –10.0

DT 6.9 18.1 16.7 25.0 8.3 1.4 48.6 9.7 61.1 5.6 13.9 22.2 19.4 22.2 –38.9

ANN 1.4 18.1 22.2 19.4 8.3 1.4 50.0 9.7 50.0 4.2 8.3 31.9 12.5 35.7 –14.3

LD SVM 0.0 37.2 1.2 37.2 0.0 0.0 90.7 0.0 100.0 11.6 17.4 12.8 29.1 21.9 –78.1

DT 18.6 15.1 2.3 33.7 0.0 8.1 79.1 8.1 75.9 10.5 9.3 12.8 19.8 41.4 –34.5

ANN 10.5 22.1 11.6 32.6 0.0 4.7 80.2 4.7 85.7 7.0 11.6 19.8 18.6 42.9 –42.9

AP SVM 11.1 0.0 14.8 11.1 0.0 0.0 81.5 0.0 100.0 11.1 0.0 14.8 11.1 0.0 –100.0

DT 7.4 0.0 22.2 7.4 0.0 0.0 81.5 0.0 100.0 7.4 0.0 22.2 7.4 0.0 –100.0

ANN 7.4 0.0 25.9 7.4 0.0 0.0 81.5 0.0 100.0 7.4 0.0 25.9 7.4 0.0 –100.0

FourClass SVM 4.6 1.9 1.9 6.5 0.5 4.2 41.7 4.6 28.6 4.6 1.9 1.9 6.5 0.0 –28.6

DT 2.8 3.7 1.4 6.5 0.5 2.8 35.6 3.2 50.0 2.8 3.7 1.4 6.5 0.0 –50.0

ANN 0.0 3.2 2.8 3.2 0.5 2.8 31.0 3.2 0.0 0.0 3.2 2.8 3.2 0.0 0.0

SH SVM 0.0 44.1 2.9 44.1 N/A 13.2 16.2 14.7 29.4 33.3 N/A

DT 8.8 23.5 1.5 32.4 7.4 14.7 16.2 22.1 31.8

ANN 2.9 22.1 5.9 25.0 2.9 11.8 26.5 14.7 41.2

ACA SVM 0.0 35.8 6.9 35.8 N/A 0.0 35.8 6.9 35.8 0.0 N/A

DT 1.2 28.3 2.3 29.5 1.2 28.3 2.3 29.5 0.0

ANN 0.6 24.3 1.2 24.9 0.6 24.3 1.2 24.9 0.0

GCD SVM 28.0 0.0 0.4 28.0 N/A 6.0 8.0 21.6 14.0 50.0 N/A

DT 23.6 5.6 1.2 29.2 5.6 8.8 12.4 14.4 50.7

ANN 21.2 8.4 1.2 29.6 4.0 8.4 10.0 12.4 58.1

INS SVM 0.0 30.7 5.7 30.7 N/A 6.8 19.3 17.0 26.1 14.8 N/A

DT 0.0 31.8 2.3 31.8 6.8 15.9 21.6 22.7 28.6

ANN 5.7 17.0 10.2 22.7 6.8 9.1 18.2 15.9 30.0

PA SVM 18.4 0.0 2.0 18.4 N/A 6.1 12.2 2.0 18.4 0.0 N/A

DT 2.0 18.4 0.0 20.4 10.2 0.0 10.2 10.2 50.0

ANN 4.1 16.3 4.1 20.4 14.3 0.0 6.1 14.3 30.0

SPECTF SVM 20.9 0.0 1.5 20.9 N/A 6.0 9.0 13.4 14.9 28.6 N/A

DT 1.5 22.4 3.0 23.9 20.9 0.0 3.0 20.9 12.5

ANN 20.9 0.0 1.5 20.9 13.4 0.0 10.4 13.4 35.7

Table 3
Accuracy percentages of the HBA and CBA.

Dataset Original algorithm HBA CBA Improvement 1 Improvement 2 Improvement 3

PID 69.1 95.7 76.7 26.6 7.6 –19.0

HSS 68.4 86.6 72.7 18.2 4.3 –13.9

WBC 75.9 89.4 84.3 13.5 8.4 –5.1

LD 65.5 95.7 77.5 30.2 12 –18.2

AP 91.4 100.0 91.4 8.6 0.0 –8.6

FourClass 94.6 96.3 94.6 1.7 0.0 –1.7

SH 66.2 N/A 77.9 N/A 11.7 N/A

ACA 66.9 N/A 69.9 N/A 3.0 N/A

GCD 71.1 N/A 86.4 N/A 15.3 N/A

INS 71.6 N/A 78.4 N/A 6.8 N/A

PA 80.3 N/A 85.7 N/A 5.4 N/A

SPECTF 78.1 N/A 83.6 N/A 5.5 N/A
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computing time. Furthermore, Table 2 shows that the CBA when
applied on the PID, HSS, WBC, LD, AP, FourClass, SH, ACA, GCD,
INS, PA, and SPECTF datasets found the average TCs to be less than
or equal to those of the original algorithms by about 25.2%, 13.2%,
34.3%, 35.4%, 0.0%, 0.0%, 35.4%, 0.0%, 52.9%, 24.5%, 26.7%, and
25.6%, respectively. All results by the CBA in terms of the TC values
had no improvement when compared to those by the HBA. Table 2
also shows that some RateUCs achieved by the HBA and CBA were
typically dominated by the sum of RateFP and RateFN. This was
due to the fact that we did not penalize (i.e., that cost was equal to
0) for the unclassifiable type. Thus, the HBA and CBA attempted to
minimize the TC by classifying as many cases as possible in the
unclassifiable type. This situation might lead to degenerative
results. An extreme situation might occur when all the cases are



Table 4
TC¼min(1�RateFP+20�RateFN+3�RateUC).

Dataset Algorithm Original algorithm Original algorithm in conjunction with the

HBA

Original algorithm in conjunction with the CBA

RateFP RateFN RateUC TC RateFP RateFN RateUC TC Improvement

1

RateFP RateFN RateUC TC Improvement

2

Improvement 3

PID SVM 0.5 31.3 1.0 628.6 12.5 7.8 31.3 262.5 58.2 2.1 0.0 96.4 291.1 53.7 –4.6

DT 5.2 29.7 0.0 599.0 8.9 0.0 53.6 169.8 71.7 0.0 0.0 99.5 298.4 50.2 –21.5

ANN 3.1 22.9 11.5 495.8 8.3 2.6 52.6 218.2 56.0 0.0 0.0 100.0 300.0 39.5 –16.5

HSS SVM 26.0 5.2 5.2 145.5 20.8 1.3 1.3 50.6 65.2 27.3 1.3 0.0 53.2 63.4 –1.8

DT 19.5 15.6 0.0 331.2 15.6 1.3 3.9 53.2 83.9 26.0 1.3 2.6 59.7 82.0 –2.0

ANN 18.2 10.4 11.7 261.0 15.6 1.3 16.9 92.2 64.7 22.1 3.9 16.9 150.6 42.3 –22.4

WBC SVM 0.0 27.8 8.3 580.6 8.3 1.4 20.8 98.6 83.0 1.4 0.0 86.1 259.7 55.3 –27.8

DT 6.9 18.1 16.7 418.1 8.3 1.4 23.6 106.9 74.4 22.2 0.0 58.3 197.2 52.8 –21.6

ANN 1.4 18.1 22.2 429.2 8.3 1.4 22.2 102.8 76.1 1.4 0.0 86.1 259.7 39.5 –36.6

LD SVM 0.0 37.2 1.2 747.7 4.7 1.2 30.2 118.6 84.1 0.0 0.0 98.8 296.5 60.3 –23.8

DT 18.6 15.1 2.3 327.9 2.3 0.0 24.4 75.6 77.0 0.0 0.0 95.3 286.0 12.8 –64.2

ANN 10.5 22.1 11.6 487.2 4.7 0.0 54.7 168.6 65.4 26.7 0.0 53.5 187.2 61.6 –3.8

AP SVM 11.1 0.0 14.8 55.6 11.1 0.0 14.8 55.6 0.0 11.1 0.0 14.8 55.6 0.0 0.0

DT 7.4 0.0 22.2 74.1 7.4 0.0 22.2 74.1 0.0 7.4 0.0 22.2 74.1 0.0 0.0

ANN 7.4 0.0 25.9 85.2 7.4 0.0 25.9 85.2 0.0 7.4 0.0 25.9 85.2 0.0 0.0

FourClass SVM 4.6 1.9 1.9 47.2 29.6 0.5 0.9 41.7 11.8 4.6 1.9 1.9 47.2 0.0 –11.8

DT 2.8 3.7 1.4 81.0 2.8 0.5 4.6 25.9 68.0 2.8 3.7 1.4 81.0 0.0 –68.0

ANN 0.0 3.2 2.8 73.1 2.8 0.5 7.4 34.3 53.2 0.0 3.2 2.8 73.1 0.0 –53.2

SH SVM 0.0 44.1 2.9 891.2 N/A 0.0 0.0 100.0 300.0 66.3 N/A

DT 8.8 23.5 1.5 483.8 0.0 0.0 100.0 300.0 38.0

ANN 2.9 22.1 5.9 461.8 13.2 0.0 48.5 158.8 65.6

PA SVM 18.4 0.0 2.0 24.5 N/A 18.4 0.0 2.0 24.5 0.0 N/A

DT 2.0 18.4 0.0 369.4 10.2 0.0 10.2 40.8 89.0

ANN 4.1 16.3 4.1 342.9 14.3 0.0 6.1 32.7 90.5

SPECTF SVM 20.9 0.0 1.5 25.4 N/A 20.9 0.0 1.5 25.4 0.0 N/A

DT 1.5 22.4 3.0 458.2 20.9 0.0 3.0 29.9 93.5

ANN 20.9 0.0 1.5 25.4 20.9 0.0 1.5 25.4 0.0
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classified as the unclassifiable type. An illustration of this
situation is when the HBA was applied on the LD and AP datasets.
In such situations, the TC is equal to zero, but this is misleading.

Table 3 shows the accuracy percentages of the HBA and CBA in
terms of the sum of RateFP and RateFN. The negative numbers
show the CBA had no improvement when compared to the HBA.
The HBA (when it was possible to use) results were more accurate
than the results obtained from the CBA. There were six datasets
(HSS, LD, AP, FourClass, GCD, and SPECTF) for which the HBA and
CBA were more accurate than the results obtained from the
previous studies. However, there were six datasets (PID, WBC, SH,
ACA, INS, and PA) for which the CBA was less accurate than the
results obtained from previous studies.

Analyses of the impact of RateFP, RateFN, and RateUC are driven
by the corresponding penalty costs. A higher penalty cost for a
given type of error implies that the system will result in fewer
cases of that type. The following families of tests describe such
situations.

Family #2 of tests—this family of tests analyzed the medical
datasets: PID, HSS, WBC, LD, AP, FourClass, SH, PA, and SPECTF.
Now we penalized considerably more for the false-negative type
than for the false-positive and unclassifiable types. For the
medical datasets, the false-negative type means that a patient
who in reality has a disease is diagnosed as disease free. The false-
positive type means that a patient who in reality is disease free is
diagnosed as having the disease. It was hoped that the higher
penalty cost for the false-negative type would result in fewer
false-negative cases. We assumed that the penalty cost for the
false-negative type was 20 units. The penalty costs for the false-
positive and unclassifiable types were 1 and 3 units, respectively.
Thus, the objective function for this family of tests was
assumed to be:

TC ¼minð1� RateFPþ20� RateFNþ3� RateUCÞ:

The results for this family of tests are presented in Table 4. This
table shows that the HBA when applied on the PID, HSS, WBC, LD,
AP, and FourClass datasets found the average TCs to be less than
those of the original algorithms by about 62.0%, 71.3%, 77.8%,
75.5%, 0.0%, and 44.3%, respectively. The HBA could not run with
the SH, PA, and SPECTF datasets because of its excessive
computing time. Furthermore, Table 4 shows that the CBA when
applied on the PID, HSS, WBC, LD, AP, FourClass, SH, PA, and
SPECTF datasets found the average TCs to be less than or equal to
those of the original algorithms by about 47.8%, 62.5%, 49.2%,
44.9%, 0.0%, 0.0%, 56.6%, 59.8%, and 31.2%, respectively. The results
show that the CBA could run with all nine medical datasets. All
results by the CBA in terms of the TC values had no improvement
when compared to those by the HBA. Since we penalized more for
the false-negative type, the average RateFN achieved by the CBA in
Table 4 was less than that of the CBA in Table 2 by about 90.6%.

Furthermore, we penalized even more for the false-negative
type. In particular, we considered the following objective function:

TC ¼minð1� RateFPþ100� RateFNþ3� RateUCÞ:

The results for this family of tests are presented in Table 5. This
table shows that the HBA when applied on the PID, HSS, WBC, LD,
AP, and FourClass datasets found the average TCs to be less than
those of the original algorithms by about 95.0%, 81.0%, 90.2%,
93.7%, 0.0%, and 29.0%, respectively. The HBA was not applicable
to the SH, PA, and SPECTF datasets because of its excessive



Table 5
TC¼min(1�RateFP+100�RateFN+3�RateUC).

Dataset Algorithm Original algorithm Original algorithm in conjunction with the

HBA

Original algorithm in conjunction with the CBA

RateFP RateFN RateUC TC RateFP RateFN RateUC TC Improvement

1

RateFP RateFN RateUC TC Improvement

2

Improvement

3

PID SVM 0.5 31.3 1.0 3128.6 12.5 0.5 40.6 186.5 94.0 0.0 0.0 100.0 300.0 90.4 –3.6

DT 5.2 29.7 0.0 2974.0 53.6 0.0 1.6 58.3 98.0 67.2 0.0 0.0 67.2 97.7 –0.3

ANN 3.1 22.9 11.5 2329.2 12.5 0.0 50.5 164.1 93.0 2.1 0.0 95.3 288.0 87.6 –5.3

HSS SVM 26.0 5.2 5.2 561.0 18.2 1.3 2.6 155.8 72.2 27.3 1.3 0.0 157.1 72.0 –0.2

DT 19.5 15.6 0.0 1577.9 15.6 1.3 2.6 153.2 90.3 26.0 1.3 2.6 163.6 89.6 –0.7

ANN 18.2 10.4 11.7 1092.2 15.6 1.3 22.1 211.7 80.6 22.1 2.6 16.9 332.5 69.6 –11.1

WBC SVM 0.0 27.8 8.3 2802.8 8.3 1.4 20.8 209.7 92.5 1.4 0.0 86.1 259.7 90.7 –1.8

DT 6.9 18.1 16.7 1862.5 8.3 1.4 15.3 193.1 89.6 22.2 0.0 58.3 197.2 89.4 –0.2

ANN 1.4 18.1 22.2 1873.6 8.3 1.4 23.6 218.1 88.4 1.4 0.0 86.1 259.7 86.1 –2.2

LD SVM 0.0 37.2 1.2 3724.4 7.0 0.0 80.2 247.7 93.3 0.0 0.0 98.8 296.5 92.0 –1.3

DT 18.6 15.1 2.3 1537.2 2.3 0.0 24.4 75.6 95.1 50.0 0.0 16.3 98.8 93.6 –1.5

ANN 10.5 22.1 11.6 2254.7 4.7 0.0 54.7 168.6 92.5 26.7 0.0 53.5 187.2 91.7 –0.8

AP SVM 11.1 0.0 14.8 55.6 11.1 0.0 14.8 55.6 0.0 11.1 0.0 14.8 55.6 0.0 0.0

DT 7.4 0.0 22.2 74.1 7.4 0.0 22.2 74.1 0.0 7.4 0.0 22.2 74.1 0.0 0.0

ANN 7.4 0.0 25.9 85.2 7.4 0.0 25.9 85.2 0.0 7.4 0.0 25.9 85.2 0.0 0.0

FourClass SVM 4.6 1.9 1.9 195.4 3.2 0.9 29.6 184.7 5.5 4.6 1.9 1.9 195.4 0.0 –5.5

DT 2.8 3.7 1.4 377.3 2.3 1.4 43.1 270.4 28.3 2.8 3.7 1.4 377.3 0.0 –28.3

ANN 0.0 3.2 2.8 332.4 4.6 0.0 50.5 156.0 53.1 0.0 3.2 2.8 332.4 0.0 –53.1

SH SVM 0.0 44.1 2.9 4420.6 N/A 0.0 0.0 100.0 300.0 93.2 N/A

DT 8.8 23.5 1.5 2366.2 0.0 0.0 100.0 300.0 87.3

ANN 2.9 22.1 5.9 2226.5 13.2 0.0 48.5 158.8 92.9

PA SVM 18.4 0.0 2.0 24.5 N/A 18.4 0.0 2.0 24.5 0.0 N/A

DT 2.0 18.4 0.0 1838.8 10.2 0.0 10.2 40.8 97.8

ANN 4.1 16.3 4.1 1649.0 14.3 0.0 6.1 32.7 98.0

SPECTF SVM 20.9 0.0 1.5 25.4 N/A 20.9 0.0 1.5 25.4 0.0 N/A

DT 1.5 22.4 3.0 2249.3 20.9 0.0 3.0 29.9 98.7

ANN 20.9 0.0 1.5 25.4 20.9 0.0 1.5 25.4 0.0

Table 6
TC¼min(20�RateFP+1�RateFN+3�RateUC).

Dataset Algorithm Original algorithm Original algorithm in conjunction with the CBA

RateFP RateFN RateUC TC RateFP RateFN RateUC TC Improvement 2

ACA SVM 0.0 35.8 6.9 56.6 0.0 35.8 6.9 56.6 0.0

DT 1.2 28.3 2.3 58.4 1.2 28.3 2.3 58.4 0.0

ANN 0.6 24.3 1.2 39.3 0.6 24.3 1.2 39.3 0.0

GCD SVM 28.0 0.0 0.4 561.2 0.0 0.0 100.0 300.0 46.5

DT 23.6 5.6 1.2 481.2 0.0 65.2 8.4 90.4 81.2

ANN 21.2 8.4 1.2 436.0 0.0 6.8 89.2 274.4 37.1

INS SVM 0.0 30.7 5.7 47.7 0.0 30.7 5.7 47.7 0.0

DT 0.0 31.8 2.3 38.6 0.0 31.8 2.3 38.6 0.0

ANN 5.7 17.0 10.2 161.4 0.0 19.3 20.5 80.7 50.0

H.N.A. Pham, E. Triantaphyllou / Computers & Operations Research 38 (2011) 174–189 185
computing time. Furthermore, Table 5 shows that the CBA when
applied on the PID, HSS, WBC, LD, AP, FourClass, SH, PA, and
SPECTF datasets found the average TCs to be less than those of the
original algorithms by about 91.9%, 77.1%, 88.8%, 92.4%, 0.0%, 0.0%,
91.1%, 65.3%, and 32.9%, respectively. The results show that the
CBA could again run with all nine medical datasets. All results by
the CBA in terms of the TC values had no improvement when
compared to those by the HBA. Since we penalized considerably
more for the false-negative type, the average RateFN achieved by
the CBA in Table 5 was less than that of the CBA in Table 2 and 4
by about 92.2% and 16.7%, respectively. These results show that as
the penalty cost for the false-negative type became higher, even
fewer false-negative cases were found.
Some results achieved by the CBA when applied on the medical
datasets in Table 5 were the same as those in Table 4. This is due
to the fact that the CBA optimized the TC by attempting to
minimize RateFN. This rate was almost equal to zero when the
CBA was applied on these datasets with the penalty cost equal to
20 units. Thus, the higher penalty costs for the false-negative type
could not result in an even smaller value for RateFN. Hence, the TC

was the same. Similarly, the results achieved by the CBA when
applied on the AP and FourClass datasets in Tables 2, 4, and 5
were the same as those under the original algorithms. The reason
is that the CBA optimized the TC by attempting to minimize
RateFN. This rate was almost equal to zero when the original
algorithms were applied on these datasets. Tables 4 and 5 also



Table 7
TC¼min(100�RateFP+1�RateFN+3�RateUC).

Dataset Algorithm Original algorithm Original algorithm in conjunction with the CBA

RateFP RateFN RateUC TC RateFP RateFN RateUC TC Improvement 2

ACA SVM 0.0 35.8 6.9 56.6 0.0 35.8 6.9 56.6 0.0

DT 1.2 28.3 2.3 150.9 1.2 28.3 2.3 150.9 0.0

ANN 0.6 24.3 1.2 85.5 0.0 24.3 19.7 83.2 2.7

GCD SVM 28.0 0.0 0.4 2801.2 0.0 0.0 100.0 300.0 89.3

DT 23.6 5.6 1.2 2369.2 0.0 65.2 8.4 90.4 96.2

ANN 21.2 8.4 1.2 2132.0 0.0 10.8 80.4 252.0 88.2

INS SVM 0.0 30.7 5.7 47.7 0.0 30.7 5.7 47.7 0.0

DT 0.0 31.8 2.3 38.6 0.0 31.8 2.3 38.6 0.0

ANN 5.7 17.0 10.2 615.9 0.0 19.3 20.5 80.7 86.9

Table 8
Computing times (in hours) of the original algorithm, HBA, and CBA applied on the datasets.

Dataset Original algorithm HBA CBA Times the CBA was faster than the HBA

PID 0.76 14.95 4.14 3.61

HSS 0.26 2.05 0.65 3.15

WBC 0.06 14.81 0.45 32.91

LD 0.06 10.17 0.89 11.43

AP 0.01 12.09 0.20 60.45

FourClass 0.97 4.33 4.31 1.00

SH 0.13 N/A 0.38 N/A

ACA 1.11 N/A 3.34 N/A

GCD 3.94 N/A 6.55 N/A

INS 0.53 N/A 1.05 N/A

PA 0.11 N/A 0.22 N/A

SPECTF 0.13 N/A 0.36 N/A

Table 9
TCs achieved by the original algorithms, HBA, and CBA when were applied on the datasets.

Dataset Original-TC HBA-TC CBA-TC Improvement 1 Improvement 2 Improvement 3

PID 30.9 4.3 23.3 86.0 24.7 –61.3

HSS 31.6 13.4 27.3 57.5 13.7 –43.8

WBC 24.1 10.6 15.7 55.8 34.6 –21.2

LD 34.5 4.3 22.5 87.6 34.8 –52.8

AP 8.6 0.0 8.6 100.0 0.0 –100.0

FourClass 5.4 3.7 5.4 31.4 0.0 –31.4

SH 33.8 N/A 22.1 N/A 34.8 N/A

ACA 30.1 N/A 30.1 N/A 0.0 N/A

GCD 28.9 N/A 13.6 N/A 53.0 N/A

INS 28.4 N/A 21.6 N/A 24.0 N/A

PA 19.7 N/A 14.3 N/A 27.6 N/A

SPECTF 21.9 N/A 16.4 N/A 25.0 N/A
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show that some degenerative results occurred when the HBA and
CBA were applied on the PID, WBC, LD, and SH datasets.

Family #3 of tests—this family of tests analyzed the ACA, GCD,
and INS datasets, which are related to applications of credit
approval and physics. The HBA was not applicable to these
datasets because of its excessive computing time. We created a
greater penalty for the false-positive type than for the false-
negative and unclassifiable types. It was hoped that the higher
penalty cost for false-positive type would result in fewer false-
positive cases. We assumed that the penalty cost for the false-
positive type was 20 units. The penalty costs for the false-negative
and unclassifiable types were 1 and 3 units, respectively. Thus, the
objective function in this family of tests was assumed to be

TC ¼minð20� RateFPþ1� RateFNþ3� RateUCÞ:

Table 6 presents the results for this family of tests. This table
shows that the CBA when applied on the ACA, GCD, and INS
datasets found the average TCs to be less than or equal to those of
the original algorithms by about 0.0%, 54.9%, and 16.7%,
respectively. Since we penalized more for the false-positive type,
the average RateFP achieved by the CBA in Table 6 was less than
that of the CBA in Table 2 by about 95.2%.

Furthermore, we penalized even more for the false-positive
type. In particular, we considered the following objective
function:

TC ¼minð100� RateFPþ1� RateFNþ3� RateUCÞ:

The results for this family of tests are presented in Table 7. This
table shows that the CBA when applied on the ACA, GCD, and INS
datasets found the average TCs to be less than or equal to those of
the original algorithms by about 0.9%, 91.2%, and 29.0%,
respectively. Since we penalized considerably more for the
false-positive type, the average RateFP achieved by the CBA in
Table 7 was less than that of the CBA in Table 2 and 6 by about
97.6% and 50.0%, respectively. The above results show that as the
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Fig. 10. For different costs of RateFN, the CBA in conjunction with a DT was applied

on the PA dataset.
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penalty cost for the false-positive type became higher, fewer
false-positive cases were found.

Some results achieved by the CBA when applied on the ACA,
GCD, and INS datasets in Table 7 were the same as those of
Table 6. As before, this was due to the fact that the CBA optimized
the TC by attempting to minimize RateFP. This rate was almost
equal to zero when the CBA was applied on these datasets with
the penalty cost equal to 20 units. Thus, the higher penalty costs
for the false-negative type could not result in a smaller value for
RateFP. Hence, the TC was the same. In Tables 6 and 7, some
degenerative results also occurred when the CBA was applied on
the GCD dataset.

As seen in Tables 2 and 4–7, the HBA and CBA achieved TCs less
than or equal (i.e., better) to those of the original algorithms.
Some identical TCs occurred because the GA approach used in the
HBA and CBA was initialized by one of the 20 chromosomes
whose values were (1, 1, 0, 0). This setting was discussed in
Section 4.6. This is equivalent to the setting of the original
algorithms. If the GA approach did not find a better TC value, then
the HBA and CBA would return the TC value achieved by the
original algorithms.

Tables 2 and 4–7 show that the TCs obtained by the CBA were
typically greater (i.e., worse) than those by the HBA. The number
of cases in which the TCs obtained by the CBA were identical to
those achieved by the original algorithms was more frequent than
that achieved by the HBA. In fact, only ten cases under the HBA
were identical to those under the original algorithms compared to
37 cases under the CBA. The above results show that the
classification models derived under the CBA might not be as
accurate as those under the HBA.

Family #4 of tests—this family of tests analyzed the change of
only one of the penalty costs (say for the false-negative type) from
very low to very high values, while we kept the same level for the
other two types. The purpose of this family of tests was to
demonstrate that indeed the CBA can be very versatile with
changes in penalty costs. The HSS and PA datasets were used in
this family as demonstrations. The SVM and DT in conjunction
with the CBA were applied on the HSS and PA datasets,
respectively. We assumed the same penalty cost for the false-
positive and unclassifiable types and that was equal to one unit
each. The penalty cost for the false-negative type was set at
different values from 1 to 100 units.

The results for the HSS and PA datasets in this family of tests
are presented in Figs. 9 and 10, respectively. In these figures, the
X-axis represents the different penalty costs for RateFN, while the
Y-axis shows RateFN (as a percentage) obtained under different
penalty costs. The plots in these two figures show that the CBA
determined different levels of RateFN at costs equal to 1, 5, or 75
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Fig. 9. For different costs of RateFN, the CBA in conjunction with an SVM was

applied on the HSS dataset.
units for the HSS dataset and at 1 or 15 units for the PA dataset.
However, RateFN was at the same level for costs in the intervals
[1, 1], [5, 70], or [75, 100] with the HSS dataset and costs in the
intervals [1, 10] or [15, 100] with the PA dataset. These plots also
show that the level of RateFN was inversely proportional to the
penalty cost. The above observations show that the plots followed
stepwise patterns. There are two issues that can be seen from the
stepwise patterns. First, a higher penalty cost for one type of error
could indeed result in fewer errors of the corresponding type.
Second, suppose that the CBA finds two different penalty costs
whose error rates are at the same level. For any costs in the
interval between the two costs, the CBA also derives the same
level of the error rate. Thus, we may use a binary search to
determine all such intervals and the points of change.
7. Conclusions

When current classification approaches derive models from
training data, a balance between fitting and generalization is not
considered in a systematic manner. Moreover, error rates in
conjunction with penalty costs are not used in such approaches.
Some earlier studies (i.e., [11–13]) recognized the above problems
and proposed a method called the Homogeneity Based Algorithm
(HBA). However, the HBA may be impractical for large datasets
because of the excessive computing time required due to the way
the HBA determines homogenous regions.

A meta-heuristic approach, called the Convexity Based Algo-
rithm (CBA), was proposed to alleviate the problem of excessive
computing time with the HBA. Instead of the concept of
homogenous sets, the CBA uses the concept of convex regions
that do not depend on dimensionality of the training data. The
CBA was studied on 12 datasets with different penalty costs for
classification errors and was compared with (when it was possible
to use) the HBA. The results are summarized in Tables 8 and 9.

Table 8 presents the computing times of the HBA and CBA
when applied on the 12 datasets. Recall that the experiments
were run on a PC with a CPU of 2.8 GHZ speed and 3 GB RAM
under a Windows XP operating system. The CBA computing time
on each dataset was defined as the average of computing time of
the SVM, DT, and ANN in conjunction with the CBA. A similar
definition was used for the original algorithm and the HBA
computing time. Table 8 shows that the CBA was applicable to all
12 datasets, while the HBA was applicable to only 6 datasets.
Furthermore, the CBA computing time was always less than that
of the HBA (when it was possible to use).

Table 9 is a summary of the results derived from Table 2. In
this table, the value ‘‘CBA-TC’’ for each given dataset was defined
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as the average of the total misclassification cost (TC) achieved by
the SVM, DT, and ANN in conjunction with the CBA. A similar
definition was used for the ‘‘Original-TC’’ and ‘‘HBA-TC’’ cases.
Table 9 shows that ‘‘CBA-TC’’ was always less than or equal to that
of the original algorithms. However, ‘‘CBA-TC’’ was not less than
that of the HBA (when it was possible to use). The results in
Tables 8 and 9 indicate that the CBA was more efficient than the
HBA, but less accurate than the HBA. However, the CBA was able
to derive systems in situations where the HBA was not applicable
due to excessive computing time. Finally the website /www.csc.
lsu.edu/�huypham/CBA_guide.htmlS gives the CBA and HBA
approaches along with some related computational tools.

The CBA could be expanded in several ways. For instance, a
new approach may derive convex regions more accurately.
Additionally, the determination of suitable values for the density
threshold value g could also be considered in future work. One
may also need to study an approach that can determine
appropriate penalty costs for various types of error such as the
theoretical model proposed in [100].
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